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Editorial

Career Development Centre(CDC): India has a large number of engineering institutes at all levels,
and it produces a large number of graduates each year in comparison to many other countries. As a
result, the quality of graduates varies, with some being highly competent and others lacking. Many
of them are unable to meet the requirements to find employment. When applying to an engineering
admission, students and parents inquire which courses will best prepare them for employment.
Students when they leave the college after completing their degree course may be unemployed for
a number of reasons, including a lack of job skills essential for employment.

Previously, only graduates who got higher percentages or grades in examinations were considered
for jobs. The scenario has altered. Even the best academic performers are not always able to secure
jobs, or if they get, they may be offered a lower income. Why is that? Many engineering educational
institutions continue to use old curricula, resulting in a mismatch between what is taught in the
classroom and what is required in the job market. As a result of this gap, many graduates lack the
necessary working skills to succeed in an organization. As a result, the curriculum must be updated
on a regular basis to introduce constantly developing technologies, new industrial processing
methods, hands-on learning experiences, internships, and so on.

Furthermore, proficiency in soft skills such as communication skills, listening skills, speaking ability,
time management, goal setting, solving conflicts, teamwork, positive thinking, entrepreneurship,
leadership, and so on are more important. The industries/companies will supply inputs to educational
institutions in order for them to design curriculum that meets their needs, and the institutions will
then be able to educate their students accordingly.

The establishment of a Career Development Centre (CDC) in each educational institution will assist
graduates in acquiring industry-specific skills while studying. These facilities can help students
and graduates enhance their job-search skills and raise their chances of getting employment. The
CDC can also help strengthen industrial-educational partnerships and facilitate communication
between industry and academics. The CDC can engage in activities such as motivating, training,
and facilitating students in the process of matching graduates with appropriate career opportunities
based on their personal profiles, resume preparation, psychometric tests, pre-interview
conversations, mock tests management, a communication and skill development programs, and
other career-related services. Also, to help aspiring students to pursue higher education, preparing
for competitive tests, and enhance industry-institute relations. This is a win-win situation for
students, the educational institution, and the industries.

New Delhi Editor

30" September 2024
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Inviting Proposals to Organise the

International and National Conferences
Partially Funded by the ISTE

The Indian Society for Technical Education (ISTE), New Delhi is pleased to invite the pro-
posals from the Universities and the AICTE, New Delhi approved technical institutions
having Institutional Member (IM) of ISTE and willing to organize 02 days International
and National Conferences on the emerging technologies in a multidisciplinary area. In order
to disseminate the knowledge and advancements worldwide, conference proposals should
primarily concentrate on the innovative, high quality, efficient, service, fast and cost-ef-
fective, efficient rising technologies or fresh perspectives on old technologies to share the
knowledge and developments across the world. The conference may solicit scientific and
research papers for presentation, poster presentation, projects/products display, key notes
presentations and invited talks, etc.

ISTE, New Delhi shall extend a maximum financial support of ¥2.0 Lakhs for 02 days
national level and ¥4.0L for international level conference.

The Indian Society for Technical Education (ISTE), New Delhi website (www.isteonline.in)
offers conference proposals for download. Completed proposals must be submitted with
the required supporting documentation, a non-refundable processing fee as mentioned in the
attachment.

Executive Secretary,
ISTE, New Delhi

\

Conference on Renewable Energy

Solar Energy Society of India (SESI) in collaboration with Indian Journal of Technical
Education (IJTE) a UGC-Care listed Journal published by the Indian Society for Technical
Education (ISTE), New Delhi is inviting proposals from the willing institutions to organize
a national level conference on “Renewable Energy”. The selected papers will be published
as a special issue of IJTE.

The willing AICTE approved institutions and institutions of national importance can send
their proposals through a mail to: iste.executivesecretary@gmail.com. The tentative period
of conference may be in November or December 2024.

Editor
IJTE
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IJTE Special Issue

Indian Journal of Technical Education (IJTE) a UGC-Care listed Journal
published by the Indian Society for Technical Education (ISTE), New Delhi
1s inviting proposals from the willing institutions to publish their national
or international level conference papers as a “Special Issue”. Terms and
conditions for the publication will be sent on receipt of the request through a
mail (editor@isteonline.org) from the institution.

Request for “Special Issue” received from the AICTE approved institutions
and institutions of national importance will only be entertained.

Editor
IJTE

*For Library Rack*

The Indian Society for Technical Education (ISTE), Delhi is also publishing
*The Indian Journal of Technical Education, (IJTE)* special issues regularly to
encouragetheacademicians, scientists, researchers, students and consultants who
presented their papers in recently held conferences on emerging technologies.
Few copies of special issues are available at our ISTE headquarters Delhi. It is
decided to sell available special issues at reasonable price for library use.

*Cost of each special issue: I1000/- (inclusive of postage and others)*

Interested persons can send e-mail to: info@isteonline.in for details. First
Come, First Serve

Executive Secretary(I/c)
ISTE
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ABSTRACT

Recognizing the pivotal role of legal education in shaping competent legal professionals, LawChat is designed
to transcend traditional boundaries and elevate the learning process for law students. Comprising three integral
modules— LawBot, Case Summarization, and Practice Platform—

LawChat aspires not only to be a comprehensive educational resource but a transformative force. It is driven by
the profound belief that empowered legal education is essential for nurturing competent legal professionals and,
consequently, is the key to shaping empowered futures. In an era where the legal landscape is evolving rapidly,
LawChat’s significance lies in its commitment to preparing the next generation of legal experts, equipping
them with the knowledge and skills needed to navigate and contribute meaningfully to the dynamic legal field.
The project strategically employs implementing innovative methods to seamlessly integrate LawBot, Case
Summarization, and Practice Platform modules. These components synergize to provide an enriched and efficient
learning environment, aligning with the overarching goal of LawChat. The implications extend to improved
efficiency, heightened user engagement, and a transformative shift in the integration of technology into legal
education. LawChat is essential for law students, providing a dynamic platform for comprehensive learning.
The Practice Platform, featuring MCQs based on chapters and legal sections, offers targeted reinforcement and
adaptive challenges, making it invaluable for exam preparation. By leveraging cutting-edge technology and
innovative pedagogical approaches, LawChat not only meets the evolving needs of modern legal education but
also fosters a community of empowered and knowledgeable legal professionals. As the legal landscape continues
to evolve, LawChat remains steadfast in its commitment to equipping students with the tools and resources
necessary to thrive in this dynamic field.

KEYWORDS : Law, Legal education, Legal sections, Integer linear programming method, Legal technology.

INTRODUCTION with Django, it not only refines user interactions
but transforms the learning experience. Initiated by

of legal education and technology, focuses on three data Preparatlon, this module  employs 1n.novajuve
pivotal modules: Chatbot, Case Summarization, and techniques for Statute and Precedent Identification,

Practice Platform. Each module plays a crucial role culminating in optimal summarization using Integer
in reshaping the landscape of legal learning. Designed Linear Programming. The UI development in Django
as an intelligent conversational agent, the Chatbot enhances user engagement and efficient interaction.
module harnesses advanced data collection and Rasa This module introduces a dynamic web application for
customization to comprehend legal queries. Integrated interactive legal learning, featuring multiple-choice

I awChat, a groundbreaking project at the intersection

www.isteonline.in Vol. 47 No. 3 July - September, 2024 c
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questions (MCQs) and a user-friendly interface. The
platform offers targeted reinforcement and proficiency
improvement through chapter-based, section-based,
and description-based MCQs. In this proposed work,
we explore the methodologies and implementations
of each module, aiming to redefine legal education
and practice through technological integration and a
comprehensive learning experience.

LITERATURE REVIEW

The article by Queudot, M., Charton, E., & Meurs,
M. J. in Improving Access to Justice with Legal
Chatbots explores the use of chatbots to provide legal
advice, addressing the high costs of legal services. It
distinguishes  between structured knowledge-based
chatbots and machine learning-based ones, highlighting
their potential to make legal help more accessible to
those unable to afford a lawyer[1].

El Sherif, M., El Sherif, M., & Hassan, M. in LAWBO
discussed challenges in integrating chatbots into
the judicial system, emphasizing the complexity of
understanding legal matters. LAWBO aims to expedite
legal case analysis using heuristics on data from
Supreme Court judgments, dynamic memory networks,
and GloVe word representation for NLP, enhancing the
efficiency of legal professionals [2].

Princeton University’s Center for Human Values. in the
fictional case study Law Enforcement Chatbots explored
ethical dilemmas in deploying Al, focusing on a nation
combating cybercrimes. It examines the challenges
faced by law enforcement, ethical considerations,
and societal debates related to balancing individual
rights and the need for enhanced law enforcement
capabilities[3].

Artificial Intelligence and Customer Relationship
Management: The Case of Chatbots and Their Legality
Framework by Kouroupis, K., Vagiano, D., & Totka,
A. explored the integration of chatbots into CRM
systems in the context of the European digital strategy.
It addresses the legal and ethical concerns related to
personal data protection, analyzing the regulatory
background, including the draft Al Regulation, GDPR,
and the e-Privacy Directive[4].

Vaishnavi Suryawanshi, Disha Naikwadi, Prof. Sneha
Patiin Legal Case Document Summarization Using NLP
Vol. 47

www.isteonline.in No. 3

July - September, 2024
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proposed Automatic Legal Document Summarization
that aims to streamline the tender process by utilizing
NLP techniques to generate concise summaries from
legal documents like affidavits and agreements. It
follows a custom SDLC methodology, leveraging
word counting, clue phrases, and theme extraction for
accurate summarization.[6]

Abhay Shukla, Paheli Bhattacharya, Soham Poddar,
Rajdeep Mukherjee, Kripabandhu Ghosh, Pawan
Goyal, Saptarshi Ghosh in Legal Case Document
Summarization: Extractive and Abstractive Methods
and their Evaluation aims to investigate the performance
of different summarization models (extractive vs.
abstractive) on legal case documents, considering
challenges such as transformer-based limitations and
the length of legal texts. It presents experiments with
various methods, including supervised and unsupervised
approaches, on three legal summarization datasets.
The findings offer insights into legal summarization
and contribute to understanding long  document
summarization.[10]

OBJECTIVE

The primary objective of our law-focused chatbot and
platform is to revolutionize legal education and practice
by providing an innovative, efficient, and accessible
solution. Our comprehensive platform aims to serve law
students, legal professionals, and enthusiasts through
three key features: a chatbot, case summarization,
and Multiple Choice Question (MCQ) practice.
Firstly, the chatbot component strives to enhance user
engagement by offering real-time, interactive assistance
on legal queries. Users can obtain instant information,
clarification, and guidance on legal concepts, thereby
promoting a dynamic learning experience. Secondly,
our case summarization feature seeks to streamline the
often time-consuming process of reviewing legal cases.
By employing advanced natural language processing
techniques, our platform generates concise and accurate
summaries, enabling users to grasp the essential details
of complex cases efficiently. Lastly, the MCQ practice
platform aims to reinforce legal knowledge through an
interactive and adaptive learning approach. Users can
test their understanding of legal principles, statutes, and
case law, receiving instant feedback to identify areas for
improvement. In summary, our objective is to empower
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the legal community with a multifaceted platform that
fosters learning, facilitates case analysis, and provides
targeted practice opportunities, ultimately contributing
to a more proficient and confident generation of legal
professionals.

SYSTEM ARCHITECTURE

LawChat’s system architecture is intricately woven
with three pivotal components: the Chatbot, Case
Summarization, and Practice Platform, each contributing
uniquely to the platform’s holistic design. The Chatbot
component, built on the Rasa framework, harnesses
natural language understanding, dialogue management,
and intent classification. Seamlessly connected to the
Django backend, it ensures effective communication
and data exchange, complemented by an intuitive user
interface crafted using Django for an enhanced user
experience.
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Fig. 1. Chatbot architecture

The Case Summarization component is dedicated
to efficient data preparation, employing advanced
techniques for statute and precedent identification, and
implementing Integer Linear Programming for optimal
document summarization. Integrated into Django, this
component provides a cohesive user experience for
document uploading and summarization requests.

The Practice Platform component enriches the learning
experience with a user-friendly web application for
law students and professionals. It dynamically sources
MCQs from a JSON file, fostering active engagement.
Offering practice options based on chapters, legal
sections, and detailed descriptions, it ensures a
comprehensive grasp of legal knowledge. The platform

www.isteonline.in Vol. 47 No. 3
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includes randomized challenges, promoting a deeper
understanding, and adapts to users’ performance levels
for continuous proficiency improvement.

Fig. 2. Case summarization architecture
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Fig. 3. Practice platform architecture

In terms of integration and scalability, LawChat’s unified
platform seamlessly combines these components,
creating an efficient and transformative solution for
legal education and assistance. The modular structure
ensures scalability, allowing adaptability to future
enhancements and technological advancements in the
legal landscape.

METHODOLOGY

The proposed model consists of three modules such as
chatbot, case summarization and practicing platform.
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Chatbot

1) Data Collection and Preparation: Compile a
comprehensive dataset comprising a variety of legal
texts, case studies, statutes, and study materials to
train the chatbot effectively. Annotate the dataset
with relevant intents and entities pertaining to legal
inquiries, ensuring that the chatbot can accurately
comprehend user queries.

2) Data Preprocessing and Augmentation: Conduct
thorough preprocessing of the dataset to ensure
uniformity and quality, involving tasks such as
data cleansing, normalization, and tokenization of
textual data. Employ data augmentation techniques,
such as data synthesis or augmentation, to enrich
the dataset and enhance the chatbot’s ability to
handle diverse user queries effectively.

3) Model Customization: Customize the Rasa chatbot
architecture to cater specifically to the requirements
of legal inquiries, taking into account aspects like
language understanding, dialogue management,
and entity recognition. Adapt the default Rasa
pipeline or incorporate  custom components
to address specific challenges or requirements
identified during the problem definition phase.

4) Model Training: Train the Rasa chatbot model using
the annotated dataset, fine-tuning model parameters
and components to optimize the performance
.Continuously monitor training metrics and adjust
training strategies as necessary to enhance the
chatbot’s accuracy and responsiveness to user
queries.

5) Integration with Django for Ul Development:
Developing a user-friendly interface (UI) for the
chatbot utilizing Django, with a focus on creating
an intuitive platform for users to interact with.
Seamlessly integrate the Rasa chatbot backend
with the Django frontend to facilitate smooth
communication between the user interface and the
chatbot.

Case Summarization

1) Data Preparation:The ‘preparedata.py’ module
facilitates the data preparation process for the
legal case summarization system. This essential
componentis responsible for extracting, organizing,

2)

Padmashree, et al

and structuring the input data to make it suitable for
subsequent analysis. The module iterates through
each legal document within the specified folder ("--
data path’). It reads the content of each document,
separating it into relevant segments. The content
is then processed to eliminate specific irrelevant
phrases, ensuring cleaner and more accurate data.
The module employs a tokenizer from the Natural
Language Toolkit (nltk) to break down sentences
into individual words. Additionally, it utilizes
part-of-speech tagging to analyze the grammatical
components of each sentence. This step is crucial
for understanding the structure and context of the
legal content. The prepared data is organized into a
JSON format, where each document is represented
as a key-value pair. The key corresponds to the
document’s unique identifier, derived from the
document filename, while the value contains a
dictionary representing the content of the document
segmented by legal classes. The final output,
stored in the specified path (*--prep path’), is a
structured JSON file named ‘prepared data.json’.
This file encapsulates the organized legal content,
ready for consumption by subsequent modules in
the legal case summarization system.In essence,
the "preparedata.py’ module plays a pivotal role in
laying the groundwork for efficient and accurate
legal case summarization, ensuring that the
subsequent stages of the system can seamlessly
operate on well-structured and relevant data.

Statute and Precedent Identification: The
isStatute isPrecedent.py module serves as a critical
component within the legal case summarization
system, contributing to the identification of
statutory references and legal precedents within
given sentences. The module, coded in Python,
plays a pivotal role in the semantic analysis of
legal text. The ‘isStatute’ function is designed
to determine whether a given sentence contains
references to statutes or legal acts. It takes a legal
sentence and a list of legal acts as parameters,
checking for matches between the sentence and
the provided legal acts. The module employs a set-
based approach to encompass variations in legal act
expressions, ensuring robust recognition. If a match
is found, the function returns a flag indicating the

www.isteonline.in Vol. 47 No. 3 July - September, 2024 a
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presence of a statute reference in the sentence.
On the other hand, the ‘isPrecedent’ function is
responsible for identifying legal precedents within
a sentence. It evaluates whether the sentence
includes typical indicators of legal precedents, such
as the “v” (versus) notation or mentions of legal
databases like “indlaw sc.” The function returns a
binary result, with 1 indicating the presence of a
legal precedent and 0 otherwise. In summary, the
‘isStatute_isPrecedent.py’ module contributes to
the system’s ability to discern and categorize legal
content accurately. It offers a specialized function
for statute recognition and another for detecting
legal precedents, collectively enhancing the overall
capability of the legal case summarization system
to prioritize relevant legal information.

3) Mentioning Statutes in Sentences : The ‘mention
statute_sentence.py’ module plays a crucial role in
the legal case summarization system, focusing on the
identification and extraction of statutory references
within given sentences. This Python script, coded
by Paheli, demonstrates a robust methodology for
recognizing various forms and expressions of legal
statutes, contributing to the system’s ability to
pinpoint relevant legal information accurately. The
module begins by initializing a set of predefined
legal acts and their corresponding variations, stored
in the “tokens” dictionary. It also handles specific
cases, such as the Constitution of India and various
legal codes, ensuring a comprehensive approach
to statute identification. The primary function,
‘get_statute mention(line)’, takes a sentence as
input and employs regular expressions to search
for mentions of legal statutes within the provided
sentence. It iterates through the  predefined
legal acts, considering different variations and
expressions. The function accurately identifies
statutes by recognizing patterns like “article” or
“section” followed by a number and the legal act’s
name. It also handles cases where the sentence
references multiple statutes. The module enhances
the legal case summarization system’s capabilities
by extracting and categorizing relevant statutory
references from sentences. This functionality is
integral to summarizing legal content effectively,
allowing the system to prioritize and present
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essential information within the generated case
summaries.

ILP Summarization : The ‘legal ilp.py’ module,
developed by Paheli, is a comprehensive
Python script that implements an Integer Linear
Programming (ILP) approach for summarizing
legal documents. The script is designed to generate
concise summaries by optimizing the selection
of sentences based on various criteria, including
content relevance, legal terms, and statutes. The
ILP formulation is implemented using the Gurobi
optimization library. The script begins by defining
key parameters and importing necessary libraries.
It leverages the Gurobi optimization library to
formulate and solve the ILP problem. The ILP
model is built considering multiple factors, such
as the weight assigned to different rhetorical
segments ('CLASS WEIGHT"), weights for
content, legal words, and statute words. The ILP
model aims to maximize the overall score of
selected sentences while adhering to specified
constraints. The ‘compute summary’ function
reads prepared data in JSON format, containing
documents segmented into rhetorical classes. It
then extracts relevant information, such as class
weights, summary lengths, legal word dictionaries,
and statute mentions. The ILP model is applied
to optimize sentence selection based on these
parameters, resulting in the creation of summarized
legal documents. The ILP optimization process
involves the definition of decision variables for both
sentences and content words. Objective functions
are established to maximize the overall score, which
is determined by the weights assigned to different
components. Constraints are defined to ensure that
the summary adheres to length limitations and
includes a minimum number of sentences from
each rhetorical segment. Furthermore, the script
introduces functions such as ‘get legal word
and ‘get statute mention' to identify legal terms
and statutes within sentences, contributing to the
overall effectiveness of the summarization process.
Overall, ‘legal ilp.py’ showcases an advanced
approach to legal document summarization,
integrating ILP techniques with linguistic analysis
to produce concise and informative summaries.
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The module significantly aids in extracting key
legal information, making it a valuable tool for
legal professionals and researchers dealing with
large volumes of legal text.

5) UI Development in Django : Ul development
in Django involves creating files that handle
user interactions seamlessly. These files provide
functionalities such as input document uploading,
summarization requests, and result visualization.
The user interface aims to enhance the overall
usability of the ILP-based system, offering
researchers and legal professionals an intuitive
and interactive platform to engage with the
summarization system effortlessly.  Together,
these files form a cohesive and synergistic system,
contributing to the comprehensive development
and optimization of the ILP-based legal text
summarization system.

Practicing Platform

The Practice Platform for Law Questions in Django is
a robust and user-friendly web application designed to
enhance the learning and practice experience for law
students and professionals. This platform incorporates
a sleek and interactive user interface, allowing users
to practice multiple-choice questions (MCQs) based
on chapters, sections, and descriptions from a dynamic
JSON file. The goal is to provide a comprehensive and
engaging environment for users to strengthen their
understanding of legal concepts.

1) User-Friendly Interface: The platform boasts an
intuitive and visually appealing user interface to
ensure a seamless and enjoyable user experience
Interactive elements such as buttons, dropdowns,
and progress indicators are strategically placed to
enhance navigation and engagement.

2) Random Question Generation: Questions are
dynamically generated from a JSON file, offering
a diverse and randomized set of challenges for
users Randomization ensures that users encounter
a variety of questions, promoting a deeper
understanding of legal concepts rather than rote
memorization.

3) Chapter-based MCQs: Users can choose questions
based on specific chapters, enabling targeted
Vol. 47
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practice to reinforce knowledge in particular areas
of law. The platform facilitates focused learning
by allowing users to select chapters of interest for
their practice sessions.

4) Section and Description-based MCQs:In addition
to chapter-based questions, the platform provides
the option to practice questions based on specific
legal sections and detailed descriptions. This
feature allows users to refine their practice sessions,
concentrating on specific aspects of the law and
improving their proficiency in understanding legal
nuances.

RESULTS
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CONCLUSION

In conclusion, LawChat represents a groundbreaking
advancement in legal education, leveraging technology
to provide a dynamic and comprehensive learning
experience. By offering instant law references,
interactive quizzes, efficient and case summarization,
it caters to the diverse needs of law students and
enthusiasts alike. The platform’s accessibility,
time efficiency, interactive learning approach,
comprehensive environment, and proactive information
delivery distinguish it as a transformative tool in the
legal landscape. As technology continues to shape the
future of education, LawChat stands at the forefront,
ushering in a new era of accessible, engaging, and
impactful legal learning.
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ABSTRACT

Healthcare systems become increasingly interconnected and reliant on CPS (cyber-physical systems) , they
become exposed to cyber-attacks that can undermine patient data privacy, disrupt healthcare services, and even
endanger lives. This paper offers a hybrid structure constructed on data fusion and DCNN-deep convolutional
neural networks , along with blockchain technology, to resolve the issue of real-time security challenges. The
planned process aims to expand the accurateness and efficiency of identifying cyber threats in digital environments
by integrating feature fusion with blockchain and employing deep CNNs with optimized training algorithms.
Theoretical and experimental investigations demonstrate the efficacy of the suggested method compared to other
cutting-edge methods. Choosing the optimal feature or fusion level for detecting specific attack features typically
poses challenges due to the complexity of feature selection and the need for extensive domain knowledge. To
tackle these challenges, we introduce a novel fused data fusion techniques based on deep convolutional neural
networks for attack detection. This method effectively learns features from raw data and dynamically optimizes
fusion levels to meet the requirements of various cyber-attacks. Our proposed method undergoes rigorous testing
using reputable datasets. We compare it against other methods such as Recurrent Neural Networks (RNN),
Extreme Learning Machine (ELM), Convolutional Neural Networks (CNN), Temporal Logic Models (TLM)
and Deep Belief Networks (DBN). The results demonstrate that our method excels in effectively detecting cyber-
attacks, achieving superior accuracy compared to all other comparative methods in the experiment.

KEYWORDS : MCPS, Cyber-attacks, Blockchain, DCNN, Feature fusion, Security.

INTRODUCTION

n the kingdom of engineered systems, Cyber-Physical

Systems (CPSs) have emerged as intricate frameworks
that seamlessly integrate computing, networking,
and physical processes[1]. These systems facilitate
the seamless connection between cyber services and
physical devices, exemplifying a convergence of
the digital and physical domains. CPSs encompass
transdisciplinary approaches, drawing on disciplines
such as cybernetics, mechatronics, philosophy of design,
and process science[2,3]. Embedded systems, often
synonymous with process management, conceptualize
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a developed system as a combination of components
working collaboratively to perform a collective and
utilitarian function. In the contemporary landscape,
healthcare networks epitomize a modern and context-
aware Cyber-Physical System (CPS). These networks
incorporate an array of integrated devices, harness the
power of IoT (Internet of Things) technologies, and
make use of cloud storage options. The integration of
these elements in healthcare CPSs signifies a paradigm
shift, revolutionizing the delivery of healthcare services
and introducing novel possibilities for patient care,
data management, and system efficiency. Cyberattacks
that violate patient data privacy, interrupt healthcare



services, or even put lives in peril are a growing threat
to healthcare systems as they grow more linked and

dependent on CPS [4,5,6,7,8]. To address these
challenges, researchers have been exploring innovative
approaches to cyber-attack detection in healthcare CPS,
incorporating the application of blockchain technology
and deep learning. Blockchain technology manages
the safety of networks based on distributed methods,
and deep learning algorithms provide information
about past events that occur in security models and
predict the future direction of security pillars in the
healthcare system. Data fusion is a new area of research
in medical cyber-physical systems for the detection of
cyberattacks. The processing of data fusion is based on
the variable and fixed attributes of the network and the
data record of the healthcare system. The incorporation
of data fusion and deep learning algorithms provides
efficient detection of cyber-attacks in the medical
cyber physical system. Data fusion involves combining
information from multiple sources to improve the
accuracy and reliability of decision-making processes.
In the context of cybersecurity, data fusion can improve
threat detection by combining information from
multiple sources, including network traffic, system
logs, and sensor data. Data fusion methods that analyse
multiple types of data simultaneously can provide a
more comprehensive understanding of cyber threats
and enable more effective countermeasures[9,10,11].
CNNs, or deep convolutional neural networks, have
become extremely potent tools for cybersecurity
activities, including intrusion detection and malware
analysis. Despite the potential benefits of data fusion
methods and CNNs for cyber-attack detection in
healthcare CPS, several challenges remain. The
availability and quality of data for training and
estimation purposes is solitary challenge. Healthcare
data is often sensitive and highly regulated, making it
challenging to access and share for research purposes.
Additionally, ensuring the privacy and confidentiality
of patient data is paramount, requiring researchers to
implement robust data anonymization and encryption
techniques. Furthermore, the complex and dynamic
nature of healthcare CPS introduces additional
challenges, such as interoperability issues, scalability
concerns, and the need for real-time processing and
analysis. In order to address real-time security concerns,
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this paper suggests a hybrid paradigm that combines
blockchain technology with data fusion and deep
convolutional neural networks. Our research’s primary
focus is as follows:

1. We propose DCNN and data fusion-based model to
detect cyber-threats in medical cyber physical systems.

2. The processes of DCNN and data fusion incorporate
blockchain technology for distributed data sharing for
information privacy.

3. We conducted an experimental analysis by putting the
suggested algorithm into practice and testing reputable
datasets to ensure the practicability and feasibility of
the proposed algorithm.

4. A comparison of the suggested method with an
already-in-use cyberattack detection algorithm for
medical cyber-physical systems.

The rest of the paper is arranged as, part II describes the
linked work of medical cyber physical systems. Section
IIT discusses the proposed methodology of cyber-
attack detection. Section IV presents the experimental
analysis. Section V result and discussion and at last, the
paper is concludes in Section VI.

RELATED WORK

In the last decade, considerable research has focused on
healthcare information systems leveraging blockchain
technology and machine learning algorithms to enhance
privacy preservation and security. However, in order to
meet security requirements such as non repudiation,
mutual authentication, and data confidentiality, it is
often essential to conduct computationally intensive
modular exponential operations or elliptic curve point
multiplication. This section delves into recent
advancements in the field of medical cyber physical
systems. In [1], Provide a framework for privacy
protection and deep learning driven data analytics for
Internet of Things-enabled healthcare. They dispersed
the consumer’s private information in the safety-
isolation zone after receiving raw documents from
them. In [2], a design architecture named BCH-health
permits data holders to identify their ideal access
controls above their privacy-sensitive healthcare data,
thereby resolving the compromise problem between
openness and access control. [3] offers a transparent and



private data solution for the healthcare sector.
Additionally, the suggested system uses cryptographic
techniques to protect data privacy and integrates
insurance policies into the blockchain via the Ethereum
platform. [4] the author uses my Signals HW V2
Platform to construct the recommended system. The
My Signals HW V2 Platform is used by developers to
create the suggested system. The results of security
research and testing show that the suggested system
offers minimal communication overhead and
computation while protecting data privacy, message
authenticity, and integrity. According to [5], protecting
user privacy in these systems is critical. Despite its
expanding efficacy and increasing inclination towards
adoption, people do not give enough thought to privacy
concerns. [6] offers a novel approach to collecting data
for loT-based healthcare services systems while
maintaining privacy. Theoretical and experimental
investigations validate the proficiency of the
recommended method. [7] presents Based on Euclidean
L3P, the Multi-Objective Successive Approximation
(EMSA) Algorithm is a useful tool for assessing privacy
in healthcare cloud environments.. This article presents
role-based encryption keys, which are a vital building
block for complex data storage in cloud locations. The
proposed study incorporates the security mechanism
into the design of the edge-cloud-based, patient-
centered healthcare system in [8]. It is advisable to use
additive holomorphic encryption at the edge level to
ensure privacy during safe data handling and non-
sensitive data cleaning. [9] suggests a methodology for
creating and assessing synthetic medical data with the
dual goals of protecting privacy and retaining the
complexity of ground-truth data, to the best of our
knowledge. In [10], while maintaining its security
features, the suggested mechanism is computationally
lighter and more resilient to various attacks compared
to the ECPM (Elliptic curve point multiplication) it has
been employed in other contexts. In[11], a collaborative
framework allows for knowledge exchange from a
variety of data sources while maintaining anonymity.
[13] attempts to apply blockchain technology to address
the aforementioned problems. By using the right
consensus technique, we can lower network costs, such
as bandwidth and processing consumption, while also
improving network security and efficiency. In [14], the
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suggested technique builds a scalable and dependable
data gathering and broadcast system using graph
modelling. Comparing the suggested methodology to
the current solutions through numerous simulations
demonstrates improvements in practical parameters. In
[15], the suggested solution, which uses the DPoS
algorithm, significantly reduces the amount of time,
money, computational capacity, and resource usage for
EHR transactions. [16] proposes the blockchain
technology to enhance the safety of medical data and
introduces a straightforward identity authentication
method. The security of medical data, we employ
blockchain technology and provide a simple identity
authentication method. Meanwhile, they modify the
searchable encryption algorithm to achieve cypher text
handling across the whole life cycle in light of the issues
with blockchain information transparency and visibility.
[17] employs a novel customised privacy-preserving
technique that tackles the shortcomings of previous
personalised privacy and other anonymization
techniques. In [18], to preserve data privacy, we suggest
playing a Markovian game among the information
requester and the data holder in a weight reduction
programme in this study. Our goal is to find a middle
ground between the data holder’s privacy concessions
and the data requester’s incentive motivation. In [19], It
is stressed that the system is built using trustworthy
Artificial Intelligence (Al) principles. Designing the
system with reliable Artificial Intelligence (Al)
principles in mind improves security, privacy
preservation, and provenance when processing and
transmitting data, which is beneficial for remote
diagnostics as well. In [20], the investigational outcomes
prove the 99.33% accurateness of the EIHCF. These
results indicate improved performance as compared to
the previous work’s conclusions. [21] utilizes blockchain
technology to offer a distributed model for weight
sharing that is resistant to tampering. In the proposed
FL-based Framework, we use blockchain technology
to deliver decentralized model weight sharing that is
strengthened resistant. Model on real-world healthcare
information determines the efficacy of the suggested
approach compared to other cutting-edge methods. In
[22], to prevent data likability, the zero-knowledge
protocol makes sure that no information is available to
unauthenticated users. The outcomes show how well



the strategy works to address big data analytics and
confidentiality concerns in the medical industry. In [23],
implemented a movement analysis system for house
care that consists of a mobile application and a single
inertial measurement sensor. This project also includes
a motion analysis system for home care that consists of
a mobile application and a single inertial measurement
sensor. To assess the hazard of drops and gait at home,
the system can gather personal data, raw movement
data, and indices. In [24], Blockchain is used in a multi-
party computation-based ensemble federated learning
framework to enable several prototypes to jointly
acquire from the data of healthcare organizations
without exposing user privacy. In [25], propose a
modular loT-aware system design that may be used in
a variety of healthcare application situations in an effort
to help resolve these problems. [26] looks at the two
types of blockchain-based security methods discussed
above and their current state of the art. This will serve
as a basis for planning research efforts aimed at creating
dependable blockchain-based countermeasures that
will effectively and efficiently address the critical
security issues facing [oMT edge networks. In [27],
blockchain technology in healthcare is discussed in this
paper. We deliver a thorough outline of blockchain
technology, including its background, methodological
details, and various usage. We also cover the driving
forces of the technology and highlight the most notable
healthcare initiatives that have utilized it. Blockchain is
shown to be able to address privacy and security
concerns with fog computing in [28]. It also covers the
shortcomings and issues of blockchain from the
viewpoints of IoMT & fog computing (FC). In [29],
energy-harvesting techniques are used to boost
efficiency. Furthermore, the DRL approach optimizes
The security and energy efficiency of the proposed
system simultaneously. In [30], the healthcare sector,
learning can lessen security issues and concerns related
to big data platforms.

PROPOSED METHODOLOGY

The proposed methodology for cyber-attack detection
seems quite comprehensive, incorporating feature
fusion, deep convolutional neural networks (CNNs),
and blockchain technology. Let’s break down the key
components:
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Feature Fusion: This involves combining different types
of features extracted from the data. It could include
various attributes such as network traffic patterns,
system log data, or other relevant information for
detecting cyber-attacks.

Deep Convolutional Neural Network (CNN): CNNs
are one type of artificial neural network particularly
effective for image recognition tasks. In this context,
they likely analyse patterns and structures within the
data to identify potential cyber threats.

Blockchain = Technology for Data Distribution:
Blockchain is utilized for secure and decentralized
data distribution. It ensures that data is tamper-proof
and transparently shared across multiple nodes in the
network.

Feature Extraction: The distributed data undergoes
a feature extraction process. This step is crucial for
identifying relevant patterns or characteristics that may
indicate a cyber-attack.

Normalizationand Overfitting Reduction: Normalization
techniques are applied to the extracted features to ensure
they are on a consistent scale. This helps improve the
performance of the algorithm and decrease the risk of
overfitting, where applied to unknown data, the model
performs poorly, yet well on training data.

Transform Function: This function likely applies
mathematical transformations to the features, possibly
to enhance certain aspects or to make them more
suitable for processing by the CNN.

Levels of Feature Mapping: The features are mapped
into different levels, such as high level, low level, and
average level. This suggests a hierarchical approach
to feature representation, where features are grouped
based on their complexity or abstraction. The process
of the proposed algorithm is represented visually in
Figure 1, providing a graphical overview of how the
various components interact.

Blockchain technology is a decentralized distributed
data management system that relies on distributed
databases, employing data encryption and consensus
mechanisms. In theory, it creates a structure akin to a
chain, with each node standing in for a block of data that
contains transaction data. Intra- and inter-block chain



architectures make up the fundamental data structure
of blockchain technology [22,23]. The block header
contains metadata essential for block verification
and establishing connections with predecessor and
successor blocks. Traffic data fusion can be centralized
or distributed. This paper focuses on distributed
data processing, as depicted in Figure 1. Each data
point identifies the target, and the resulting finding
information is consistently linked and fused by a fusion
centre to create data fusion track information. This paper
proposes a methodology to enhance attack detection
accuracy using blockchain in the framework of traffic
data fusion processing inside the same space detection
scenario. This methodology facilitates user interaction
with the blockchain and implements business logic

using blockchain technology. Regarding the blockchain,
the feature fusion procedure is contained in a smart-
contract that is subsequently distributed to pertinent
nodes for distributed data processing and validation.
The blockchain processing shown in figure 2.

Cyber Physical Space

Collection of Traffic
Data
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Distribution of Blocks using
Blockchain
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Fig. 1. Proposed model of cyber-attack detection based on
DCNN
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Fig. 2. Block processing of traffic data distribution
Algorithm of feature fusion
1. Define an empty matrix F for input data

2. Generate level of features (high, low, average) for
fusion model

3. Normalized the features of data

4. ForilJl to number of samples do

e

Define empty vector V to store fused feature of
sample i

6. For all features f represents do

7. Concatenate feature f form all levels

8. Add concatenate features into vector V
9. End for

10. Compute mean of all feature vector

11. Formed new feature vector

12. End for

13. Create fully connected network

14. Forillto 3 do

15. Connect fully connected layer with ReL U activation
function

16. Add a dropout layer
17. End for
18. Return (fused features)

The proposed algorithm consists of two parts: the CNN
processing and the cyber-attack detection.

CNN Processing Phase

1. Input training data, sampling interval (ST), window
size, and fused features size. 2. Split the training



data into several windows (wl, w2, ..., wn) and
further divide them into batches of features.

Estimate feature vectors.
Generate feature mappings for the windows.

Train the CNN model using the feature maps.

AR

Check if the current number of training iterations
has reached the preset limit. If so, exit the training
program; otherwise, return to step 5 for the next
round of training.

No

Building a CNN model ‘—F Training CNN

| Yes

CNN Testing —

Fig. 3 processing of CNN for training and testing of data

| Training data I [ Testing data

Cyber-Attack Detection Phase:

1. Input sampling interval (St), window size (W), and
feature size (F).

2. Obtain real-time cyber-attack detection for a window.
3. Divide the detection data into batches of size BS.

4. Calculate vectors for each batch.

5. Generate a feature map for the current window.

6. Input the feature map into the CNN model.

7. Output the detection result.

8. Check the end condition. If met, exit the detection
program; otherwise, return to step 2 and continue
detecting network traffic.

9. This structured approach facilitates effective
processing and detection of cyber attacks, incorporating
both training and real-time detection phases for
comprehensive cybersecurity measures.

IV. Experimental Result

A number of scenarios have been used to test the
suggested algorithm’s simulation. The MATLAB
software version 2018R is used in the simulation
process. The approach was validated using two
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intrusion detection datasets, namely the NSL-KDD
2015 and CIDDS-001

datasets [7]. The previous NSL-KDD dataset contained
125973 occurrences, 41 characteristics, and 2 classes.
The CIDDS-001 dataset then contains 1018950 instances
with 14 attributes and 2 classes. The performance of
the proposed algorithm is contrasted with that of other
cyber-physical security system algorithms, including
DNN, TLM, RNN, ELM, and DBN. Algorithm
performance is measured using F-score, sensitivity,
specificity, and accuracy [28,29, 30].
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Fig. 4: Accuracy performance analysis based on attribute
count for NSL-KDD 2015 dataset.
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Fig. 5 Precision performance analysis of Number of
attributes for NSL-KDD 2015 dataset.



Fig. 6 Recall performance analysis based on Number of

attributes for NSL-KDD 2015 dataset.
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Fig. 7 Performance analysis of F-score based on Number
of attributes for NSL-KDD 2015 dataset.
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Fig. 8 Accuracy performance analysis based on Number
of attributes for CIDDS-001 dataset.
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Fig. 10 Recall Performance analysis based on Number of
attributes for CIDDS-001 dataset.

[T — a é_

15 20 2 30
Number of Attribute

Fig. 11 F-score performance analysis based on Number of
attributes for CIDDS-001 dataset.
RESULTS & DISCUSSION

Evaluating the effectiveness of cyber-attack detection
within a medical cyber-physical system. The proposed
algorithm’s performance is assessed using two well-
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known datasets: NSL-KDDCUP2015 and CIDDI_001.
The results of this evaluation are presented through

various metrics, including accuracy, sensitivity,
specificity, and F-score, depicted in Figures 7 to 11. The
experiments were conducted over 30 epochs to determine
the optimal parameters for the recurrent models. Among
configurations with hidden layer units ranging from
16 to 128, models with 32 units outperformed others.
Consequently, the recurrent model units were set to 32.
Various learning rates (0.2, 0.1, 0.001, and 0.0001) were
tested, with lower rates, particularly 0.001, exhibiting
superior performance, thus selected as the learning
rate value. To determine the ideal batch size, models
were tested with batch sizes of 16, 32, 64, and 128,
with the 64 batch size demonstrating superior results.
Subsequent experiments were conducted over 25, 50,
and 75 epochs, with the 50-epoch mark yielding the
highest training and validation accuracy. Performance
began to decline post-50 epochs, indicating potential
overfitting, prompting termination of experiments at 50
epochs. The detailed performance analysis of recurrent
deep learning models regarding training and validation
accuracy for attack detection is depicted in Figures
7-11, alongside train loss and validation loss for attack
detection. These figures collectively illustrate an upward
trend in accuracy and a downward trend in loss across
50 epochs. Further experimentation beyond 50 epochs
did not yield improvement, leading to the decision to
conclude experiments at this point. Notably, fluctuations
were observed in both the accuracy and loss of training
and validation datasets  during experimentation.
Although the training and validation datasets were
entirely disjoint, the network connection data samples
were shuffled in both datasets. Recurrent deep learning
models demonstrated consistent performance for both
network attack detection and classification tasks.

CONCLUSION & FUTURE WORK

The new approach presented in this paper for cyber-
attack detection, leveraging feature fusion and deep
convolutional neural networks (CNNs). Feature fusion
is integrated with  blockchain technology, which
distributes traffic data into blocks using different hash
functions to connect feature blocks. The design model
of the deep CNN comprises three layers: completely
linked layers, pooling layers, and convolutional layers.
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The completely connected network is activated by
using the ReLU activation function. Descent gradient
optimization procedures are used to maximize the loss
of training data. This approach combines advanced
techniques from machine learning, blockchain, and
neural networks to enhance cyber-attack detection.
By integrating feature fusion with blockchain and
employing deep CNNs with optimized training
algorithms, the projected method aims to advance the
accuracy and efficiency of identifying cyber threats in
digital environments. The findings of the study reveal
several significant points: Classifier performance sees
an average improvement of 2-5% (centred on F1-score)
when cyber-physical characteristics are incorporated,
as opposed to pure cyber features. Replacing Snort
labels with labels derived from traffic data features
boosts performance by an average of 5-7% (based on
accuracy). Situations with balanced and bigger records
demonstrate superior performance in attack evaluations.
In real-world circumstances, the co-training-based deep
learning technique outperforms supervised techniques.
It even surpasses them by 2-5% (on sensitivity) with
certain classifiers. Among deep learning methods like
RNN, CNN, TLM, ELM, and DBN, CNN emerges
as more strong and exact. Accuracy is not improved
when classifiers are trained using manifold learning
embedding. Therefore, manifold learning should
primarily serve visualization purposes rather than
improving accuracy. These findings offer valuable
insights into enhancing classifier performance and
selecting appropriate techniques for cyber attack
detection, emphasizing the significance of considering
various factors in real-world scenarios.
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ABSTRACT

Visually impaired individuals encounter many difficulties in their daily lives. For the visually impaired, the daily
routine can be daunting. The research introduces an Android-based system with a virtual assistant, designed to
empower visually impaired individuals to independently perform routine tasks. The idea revolves around providing
blind people with an Android-based system equipped with a virtual assistant, enabling them to perform some
simple tasks independently. The purpose of the system is to provide voice assistance to visually impaired people to
help them complete tasks such as reading, optical character recognition, object recognition, directional assistance
and understanding the environment. By integrating cameras, mobile devices, and a sound system, the project
seeks to comprehensively address the multifaceted challenges faced by visually impaired individuals. The ultimate
goal is to enhance accessibility and promote independence, enabling visually impaired individuals to navigate
the world around them with confidence and autonomy. By facilitating greater participation in daily activities, the
development of such a device not only improves quality of life but also fosters social inclusion by empowering
individuals with visual impairments to engage more fully with their surroundings. Through this research, we aspire

to contribute to a more inclusive society where everyone, regardless of ability, can thrive and participate fully.

KEYWORDS : Visually impaired individuals, Assistive technology, Virtual assistant, Android system.

INTRODUCTION

illions of people around the world suffer

from low vision, making it difficult for them
to understand their surroundings. One of the main
problems that visually impaired people face is moving
and understanding their environment. There are other
problems, such as reading text written on the wall or
desktop, unless auto reader is enabled on the desktop.

They have difficulty moving because they cannot
evaluate the relative position of objects and people
around them. They need help from others to navigate
or understand their environment. Due to the limitations
of traditional solutions, extensive research is used to
provide effective and efficient tools to assist blind and
visually impaired people. Android system that uses the
mobile phone’s camera to identify objects and text.
Using TensorFlow’s API, the application will recognize
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the environment and notify the user via voice about
detected objects.

Visually impaired users can receive voice messages
using audio devices such as headphones or speakers on
their mobile phones. Since the system uses the phone’s
camera to perform these functions, an additional
camera is not needed. This article provides an overview
of Android applications, standards, and features for the
visually impaired to explain how java and Kotlin-based
applications support independence for the visually
impaired.

LITERATURE REVIEW

In recent years, several studies have contributed to
advancing technologies aimed at assisting visually
impaired individuals.

In 2021 Kanchan Patil, Avinash Kharat,

Pratik
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Chaudhary, Shrikant Bidgar, Rushikesh Gavhane
published the article “Guidance System for Visually
Impaired People” which proposed a wearable virtual
assistive system aimed to help visually impaired people
in their regular activities. This technology is meant to
handle the primary issues faced by visually impaired
users, such as environmental awareness, location,
facial recognition, and text reading. This new system
has five essential features, each of which contributes
to functionality and usability. Utilizing advanced deep
learning and the core libraries of the Python language,
the project aims to simplify the day-to-day activities
of visually impaired individuals and provide effective
solutions to common challenges.

In 2020 Vinayak Iyer, Kshitij Shah, Sahil Sheth, Kailas
Devadkar published the paper “Virtual assistant for the
visually impaired” which addressed the challenge of
internet accessibility for visually impaired individuals
by developing a software solution enabling interaction
with websites via voice commands. The authors propose
a software solution designed to increase Internet
accessibility for visually impaired users by providing
voice commands to interact with web pages. Their
software incorporates speech-to-text and text-to-speech
modules, along with automation capabilities using
Selenium, thereby enhancing usability and providing
summarized content.

In 2023 Prof. Supriya Gupta, Divya Wandhare,
Harshal Jodangade, Aayushi Pandit, Bhargavi Chendke
published the paper “Voice Assistant For Visually
Impaired People” which describes an application
catering to the needs of visually impaired individuals,
offering features such as reading printed text, a talking
calculator, weather information, object detection, and
a voice-based payment system. The main objective of
the project is to improve the daily lives of the blind
through the use of voice recognition techniques, which
have become increasingly important with the rapid
development of wireless communication.

In 2021 Sulaiman Khan, Shah Nazir, And Habib Ullah
Khan published the paper “Analysis of Navigation
Assistants for Blind and Visually Impaired People:
A Systematic Review” and conducted a systematic
review focusing on navigation assistance for blind and
visually impaired individuals. Their study identified
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various navigation devices and highlighted the need for
improved guiding mechanisms to mitigate limitations
such as limited object detection ranges and potential
user harm. By analyzing primary studies from 2011 to
2020, their research aims to inform future improvements
in navigation assistance technology.

In 2022 Xuhui Hu, Student Member, Aiguo Song, Hong
Zeng, and Dapeng Chen published the paper “Xuhui Hu,
Student Member, Aiguo Song, Hong Zeng, and Dapeng
Chen” explored the use of spatial audio reasoning (SAR)
to assist blind amputees in conveying environmental
information. Their study developed a virtual scene and
sound source to simulate three-dimensional motion,
coupled with a prosthetic control system to enhance
daily activities. The findings demonstrate the potential
of SAR in improving information transfer rate and
reducing completion time for blind amputees.

Overall, these studies contribute valuable insights into
the development of assistive technologies for visually
impaired individuals, highlighting the importance
of innovation and interdisciplinary collaboration in
addressing the diverse needs of this population.

SYSTEM OVERVIEW
Mobile Application Interface

» This serves as the user-facing part of the system,
running on an Android device, providing an
intuitive interface for interacting with the app.

* This component aligns with the objective of
creating an Android-based assistant for visually
impaired individuals.

Voice Input Module

*  Responsible for capturing voice commands from
the user and converting spoken words into text
format.

* This component is crucial for enabling users to
interact with the application hands-free, which is
essential for individuals with visual impairments.

Command Processing

*  Receives the recognized voice command from the
Voice Input Module and analyzes it to determine
the intended action or module switch.
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*  This component facilitates the seamless execution
of'user commands and navigation between different
modules.

2, USER INPUT (VOICE)

)4

[] MOBILE APPLICATION INTERFACE
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%
COMMAND PROCESSING
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Fig. 1: System Workflow
Module Management

o Utilizes Android’s Intent system to navigate
between different modules based on the user’s
command. Launches the appropriate module based
on the user’s request.

»  This component ensures efficient management and
coordination among the various functional modules
of the application.

Functional Modules

»  These include modules such as Object Detection,
Navigator, and OCR.
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e ObjectDetection Module: Utilizes image processing
techniques to identify and classify objects present
in the environment.

*  Navigation Module: Utilizes GPS data and mapping
algorithms to provide real-time directional guidance
and route planning for navigation purposes.

e Optical Character Recognition (OCR) Module:
Analyzes images to extract and convert text into
machine-readable format, enabling text recognition
and reading capabilities.

Data and File System

* Manages the data and files used by different
modules, including images and textual data.

e This component ensures proper storage and
retrieval of information required for the operation
of the application.

Text-to-Speech (TTS) Engine

*  Converts textual information into speech output,
providing audio feedback to the user.

* This component is essential for delivering
information and instructions to visually impaired
users in an accessible format.

Data Flow

The system begins with the user issuing a voice
command, which is captured by the Voice Input
Module. Subsequently, the recognized voice command
undergoes analysis within the Command Processing
module to discern the user’s intended action, such as
object detection. This information is then relayed to
the Module Management component, which utilizes
Android’s Intent system to transition to the appropriate
functional module. Upon activation, the selected
functional module executes the requested task, such
as performing object detection, while relevant data
is managed within the Data and File System. Once
the task is completed, the results are synthesized into
speech using the TTS engine, enabling the system to
provide audible feedback to the user.

PROPOSED SYSTEM

The proposed system architecture for an Android-
based application aimed at assisting visually impaired
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individuals, comprises interconnected modules
designed to provide voice-over assistance for various
tasks including reading, object detection, navigation,
and OCR. Essential components such as a camera,
microphone, and speakers are integral to the system,
either integrated into the device or connected via a
headset.
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Fig. 2: System Framework

The primary modules encompass object detection
utilizing TensorFlow and XML, navigation facilitated
by Google Maps API, and OCR enabled through
Google’s Mobile Vision API. Voice inputs and outputs
leverage Android’s built-in speech recognition and
text-to-speech functionalities. Additionally, the system
architecture incorporates a graphical user interface
(GUI) to demonstrate the functionality of the modules.
Implementation involves algorithm selection, testing
procedures, and project planning encompassing task
schedules and development activities.

Execution Flow

Theuserinitiates interaction by issuing avoice command,
captured by the Voice Input Module. Subsequently, the
recognized voice command undergoes analysis within
the Command Processing module to determine the
user’s intended action, such as object detection. The
Command Processing module communicates with
the Module Management component, which utilizes
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Android’s Intent system to transition to the appropriate
functional module.

FUTURE TRENDS

In the future, virtual assistants for visually impaired
individuals could focus on seamless navigation
through advanced spatial awareness, providing
real-time environmental descriptions, and assisting
with complex tasks like identifying objects and
reading handwritten text. Integration with emerging
technologies, such as augmented reality, could enhance
the overall user experience, empowering individuals
with visual impairments to navigate the world more
independently. Ongoing developments in Al may also
lead to more personalized and context-aware virtual
assistants tailored to individual needs. Advances in
voice recognition, natural language processing, and
wearable technology could enhance accessibility and
independence, making daily tasks more manageable.
Improved integration with smart devices and evolving
Al capabilities may further enrich the virtual assistant
experience for the visually impaired.

CONCLUSION

In conclusion, the research paper addresses the
significant challenges encountered by visually
impaired individuals in their daily lives and proposes
the development of a personal assistant tool to assist
them. The envisioned gadget consists of interconnected
modules and functions designed to provide voice-
over assistance for various tasks, including reading,
object detection, facial recognition, and environmental
comprehension. The paper highlights the obstacles
faced by visually impaired individuals, such as
difficulties in recognizing faces, detecting objects,
navigating, sending messages, making calls, and
reading. The project aims to offer a comprehensive
solution to these challenges by developing an Android
system with a virtual assistant. Key components of this
project include a camera, mobile device, and audio
system, with voice-over commands enabling seamless
navigation across these components. The ultimate goal
is to empower visually impaired individuals, allowing
them to perform everyday tasks independently and
enhance their quality of life. In summary, this research
paper aims to create a holistic and integrated solution to
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address the multifaceted challenges faced by visually
impaired individuals, offering them a greater degree of
autonomy and accessibility in their daily routines.
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ABSTRACT

This invention discloses a novel healthcare monitoring and assistance system designed specifically for individuals
with paralysis, leveraging the power of Internet of Things (IoT) technology. The primary objective is to bridge
the communication gap between caregivers and patients experiencing limited mobility. This is achieved through
a single, sensor-laden glove equipped with microcontrollers, allowing patients to effectively communicate their
needs via intuitive hand gestures. The system integrates a Node MCU ESP8266 microcontroller for processing, a
DS18B20 temperature sensor, an ADXL100 accelerometer for gesture recognition, heart rate and blood pressure
sensors for vital sign monitoring, and optionally a display unit for user feedback. Each pre-defined hand gesture
is meticulously mapped to a specific message, enabling patients to request assistance, report emergencies, or
express basic needs like food and water. Real-time data processing and transmission are facilitated by the Blynk
IoT platform, granting caregivers remote access to critical patient information. Extensive testing underscores the
system’s exceptional accuracy in gesture recognition and prompt notification of caregivers.

KEYWORDS : Health monitoring, Analysis system, loT, hand gestures, Real-time processing, Blynk IOT platform,

Remote monitoring, Level of care.

INTRODUCTION

Paralysis is a multifaceted medical condition leading
to the loss of muscle function in one or more body
parts, commonly resulting from injuries or diseases that
affect the nervous system. This ailment significantly
hinders an individual’s capacity to carry out daily tasks
independently, requiring continuous assistance and
care from relatives or trained caregivers. The presence
of communication barriers between individuals
with paralysis and their caregivers presents notable
obstacles, as established methods of expressing needs or
emergencies may be restricted by the patient’s physical
constraints or impaired speech.

Caregivers often have to depend on manual observation
or occasional check-ins to evaluate the well-being
of patients with paralysis. This can result in delays
in addressing urgent needs or medical emergencies.
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Additionally, the constant requirement for supervision
can significantly strain caregivers both physically and
emotionally, leading to burnout and a decline in the
quality of care provided to the patient.

The critical necessity for innovative solutions to
enhance communication and monitoring for individuals
with paralysis is acknowledged in this document, which
introduces an loT-based health monitoring and analysis
framework tailored specifically to tackle these issues. By
utilizing state-of-the-art sensor technology and wireless
connectivity, this system strives to create a seamless
and responsive communication pathway between
patients and caregivers, enabling prompt assistance and
enhancing the overall quality of healthcare provided.

The creation of this system is driven by the following
primary factors:
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e Communication Challenges: Individuals with
paralysis often encounter obstacles in articulating
their needs or emergencies due to physical
limitations. Conventional communication
approaches may prove insufficient or unreliable,
resulting in misunderstandings and delays in
securing necessary aid.

*  Caregiver Stress: The task of caring for paralysis
patients can be physically and emotionally taxing,
especially when constant supervision is essential.
Caregivers may endure heightened levels of stress
and fatigue, affecting their capacity to provide
effective care and assistance.

*  Quality of Life: Enhancing the quality of life for
paralysis patients is crucial as it significantly
impacts their independence, dignity, and overall
welfare. Enhancing communication and monitoring
capabilities can empower patients to maintain a
higher level of autonomy and control over their
daily lives.

»  Technological Progress: The emergence of IoT
technology presents unparalleled opportunities to
transform healthcare services, particularly in the
realm of remote monitoring and assistive tools. By
leveraging the capabilities of connected devices
and real-time data analysis, innovative solutions
can be developed to address the unique needs of
paralysis patients and their caregivers.

Inlight of these obstacles and prospects, this article offers
an extensive examination of the design, deployment, and
assessment of an loT-based system for monitoring and
analyzing the health of paralysis patients. Through the
integration of various hardware components, software
algorithms, and wireless communication protocols,
this system seeks to redefine the standards of care for
paralysis patients, promoting greater independence,
safety, and well-being.

e In this IoT system, the primary objective is to
enhance the cosmology-based response with the
ability to track health status. Heart rate is considered
one of the “important indicators,” or important
measures of wellbeing [6]. A website platform was
used to display the author’s measurements of body
temperature and heart rate [7]. In the paper [8],
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the author displayed the respiratory rate and body
temperature on an LCD display along with the heart
rate. It was explained in the paper [9] that the author
developed a system for calculating heart rate, body
temperature, and respiration rate and displaying the
results on a mobile device. An author of the paper
[10] developed a wearable solution that records
the patient’s pulse rate and blood pressure using a
Raspberry Pi microprocessor. As described in the
paper [11], the author devised a wearable device
and mobile application that can measure body
temperature, heart rate, diabetes, blood pressure,
and cough detection. The authors of [12] have
not used mobile applications in their design. An
Arduino Mega is used by the author in the paper
[13] to measure heart rate, body temperature, and
blood pressure. loT-based patient-centered ECG
monitoring system developed by T. Y. Hoe et al
[14].

LITERATURE SURVEY

The author in [1] presents an innovative solution
to address the communication challenges faced by
individuals with paralysis. The proposed system allows
paralyzed individuals to convey messages using simple
hand motions. It functions by reading the tilt directions
of a hand-worn glove equipped with a transmitter. An
accelerometer captures motion statistics, which are
processed by a microcontroller to display corresponding
messages on an LCD and trigger a buzzer. Additionally,
the system transmits the data to an [oT Adafruit server
for online display. This technology empowers paralyzed
patients to effectively communicate their needs,
enhancing their quality of life

The author in [2] project successfully created an
Internet of Things-based patient health tracking system,
it may not have explored advanced health sensors or
in-depth medical monitoring capabilities. Opportunities
for further development include expanding sensor
capabilities, implementing advanced analytics, and
enhancing patient record management.

The author in [3] addresses the communication
challenges faced by paralytic patients who have difficulty
expressing their needs. The proposed system enables
these individuals to display messages on an LCD screen
through simple motions of any body part with motion
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abilities. Additionally, the system includes a feature
for sending SMS messages via GSM when there is no
one available to attend to the patient. Various motion
gesture sensors are presented in the paper to assist
healthcare professionals in understanding the patient’s

requirements. Users can convey messages by tilting the
device at specific angles, simplifying communication
for paralyzed patients. This innovative system offers a
vital means for paralytic patients to express their needs
effectively and improve their quality of life.

The author of [4] project has successfully addressed communication needs for paralyzed patients and offers
affordability, it may not have explored advanced technologies or provided a detailed cost-effectiveness analysis
compared to existing solutions. Opportunities for future development include the integration of advanced
technologies and a more comprehensive cost analysis. The analysis of survey is given in table 1.

Analysis of literature survey

Table 1 : Literacy Analysis

Year Author Title Objective Methodology

2013 | A. Nelson, J. Wearable Multi-sensor | To address the problem faced by | This system basically uses the
Schmandt, P. Gesture  Recognition | quadriplegic to perform day to | sensor technology that senses
Shyamkumar for Paralysis Patients | day activities. the gesture and take action

according to it.

2015 | Mukesh Kumar, | Voice Recognition | To design the low-cost voice | It wuses Voice Recognition
Shimi S.L Based Home | recognition-based home | Module V3 to recognize voice.

Automation automation system for the
System for Paralyzed physu.:ally challenge(.i p.eople
suffering from quadriplegia or
People .
paraplegia.

2021 | Ms. N. Renee IOT Based Paralysis | To develop a device which | This system has a sensor that
Segrid Reddiyar, | patient healthcare | should be easy to use and should | senses the movement of a
S.Remina, monitoring system be affordable which consists of | patient and that need any kind
3S.Sabrin, basic health care monitoring | of assistance then it will display
4M.Subhashini system with nursing care. it on the screen

2019 | Malathi M, IoT based patient|To send alerts to the patient's | By using the microcontrollers, it
Preethi D health Monitoring | loved ones or doctor in case of | sends an alert.

system any emergency.

2020 |O.Y. Tham, M.A. | IoT Health monitoring | To monitor the patients that are | It consists of four major
Markom and A.H. [ Device of oxygen | suffering body sickness. works which is involved of
Abu Bakar saturation (SpO2) and development of SpO2 and

heart rate level heart rate monitoring with IoT
system, data collection and
validation, data classification of
normal and abnormal level.
METHODOLOGY components, and overall functionality are outlined [1].

The implementation methodology of the project
involves a systematic approach to realize the loT-based
paralysis patient health monitoring and analysis system.
It commences with the conceptualization and planning
phase, wherein the system architecture, hardware
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Subsequently, the hardware components are assembled
into a wearable glove, integrating microcontrollers,
sensors, display, buzzer, and power supplies to ensure
both functionality and user comfort.

software

Following  hardware assembly, the
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development phase ensues, focusing on the creation of
embedded C/C++ programs. These programs facilitate
seamless interaction with sensors and microcontrollers,
enabling data acquisition, processing, and transmission.
Additionally, gesture recognition algorithms are
implemented to interpret hand gestures for intuitive
communication [2].

Data acquisition and transmission form another critical
aspect of the implementation process. Input data from
sensors, including temperature, accelerometer readings
for hand gestures, heart rate, and blood pressure, are
collected and transmitted to an IoT cloud platform for
real-time monitoring and analysis [3]. Rigorous testing
and validation are then conducted to ensure the system’s
functionality, reliability, and accuracy under various
conditions. Iterative enhancement based on testing
results and user feedback further refines the system’s
efficiency and usability [4].
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IMPLEMENTATION

Implementation of IoT-Based Health Monitoring and
Analysis Framework for Paralysis Patients

System Overview

The IoT-based health monitoring and analysis
framework is designed to address the challenges faced by
paralysis patients and caregivers. The system integrates
various hardware components, including the ESP8266
NodeMCU microcontroller, MAX30100 heart rate and
oxygen level sensor, ADXL345 accelerometer, and a
16x2 LCD display, along with software algorithms and
wireless communication protocols as shown in figure 1
and 2.

Hardware Implementation
ESP8266 NodeMCU Microcontroller
Functionality

* It Acts as the main controller to manage sensor data
acquisition, processing, and communication.

* It Supports Wi-Fi connectivity for data transmission
to the cloud server.

Implementation Steps

e Set up the NodeMCU development environment
using Arduino IDE.

e Write firmware to initialize sensors, collect data,
and transmit it to the cloud server.

MAX30100 Heart Rate and Oxygen Level Sensor
Functionality:

* Measures heart rate and blood oxygen levels
tomonitor the patient’s vital signs.

Implementation Steps

e Connect the MAX30100 sensor to the NodeMCU
using [2C communication.

*  Develop firmware to read sensor data and preprocess
it for transmission.

ADXL345 Accelerometer
Functionality

e Measures acceleration and movement to monitor

the patient’s activity and posture.
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Implementation Steps

e Connect the ADXL345 accelerometer to the
NodeMCU using 12C or SPI communication.

* Develop firmware to read accelerometer data and
preprocess it for transmission.

16x2 LCD Display
Functionality

* Displays real-time sensor data, alerts, and status
information locally.

Implementation Steps

*  Connect the 16x2 LCD display to the NodeMCU
using GPIO pins.

*  Write firmware to update the display with relevant
information.

Software Implementation
Data Transmission
Wi-Fi Communication

* Implement Wi-Fi communication protocols to
establish a connection with the cloud server.

* Send sensor data to the cloud server at regular
intervals or upon detecting abnormal conditions.

Local Display
User Interface:

* Develop firmware to update the 16x2 LCD display
with real-time sensor data, alerts, and status
information.

* Implement features to display heart rate, oxygen
levels, and activity levels as shown in figure 3.

Integration and Testing
System Integration:

Integrate the ESP8266 NodeMCU microcontroller,
MAX30100 sensor, ADXL345 accelerometer, and 16x2
LCD display to create a cohesive monitoring system.

Testing
*  Perform unit testing to validate the functionality of

individual components.

www.isteonline.in Vol. 47 No. 3

July - September, 2024

e Perform integration testing to make sure all
components communicate and share data smoothly.

e Validate the accuracy and reliability of sensor
data through comparison with known standards or
manual measurements.
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Fig. 3 Data flow from sensors to the Blynk server

DATA FLOW DIAGRAM

The flowchart depicted a comprehensive health
monitoring system that collects and processes various
physiological data from a patient. [1] The system
utilizes an array of sensors, including an accelerometer,
temperature sensor, and heart rate/oxygen sensor, to
gather crucial health information. [1,3] This data is
then processed by a microcontroller, converted into
messages, and displayed on an LCD screen, while also
being transmitted to a remote Blynk IoT application
for further monitoring and analysis. [1,3] The system
follows a structured process to initialize the sensors, read
the patient’s vitals, and detect any hand movements that
could indicate paralysis or mobility issues. [1,3] This
integrated approach to patient monitoring demonstrates
the integration of multiple technologies to provide a
holistic view of the patient’s health condition. [1,3,5]

The figure 4 depicts a step-by-step process for
PARMITRA : health monitoring system. The process
begins by initializing all input sensors, which is a crucial
first step to ensure the system is ready to collect data.
Next, the system reads the patient’s body temperature
using a DS18B20 sensor. This is followed by reading
the patient’s heart rate and oxygen level using a
Max30100 sensor. These two steps allow the system to
gather essential physiological data about the patient’s
condition. The system then proceeds to read the patient’s
hand movements (up, down, left, and right) using an
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ADXL345 accelerometer sensor. This data can be used
to detect and monitor any paralysis or movement-related
issues the patient may be experiencing. After collecting
the sensor data, the system converts the detected hand
movements into respective messages. This conversion
process is necessary to translate the raw sensor data into
a format that can be easily understood and interpreted.
Finally, the system displays all the collected sensor
information on a 16x2 LCD. Additionally, it sends the
entire dataset to a Blynk IoT application through an
ESP8266 controller. This allows the data to be remotely
accessed and analyzed for further medical monitoring
and decision-making The flowchart also includes a
decision point to check for internet connectivity. If the
connection is not available, the system will recheck the
internet connection before sending the data to the Blynk
application.
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Table 2 shows the patient cases

Table 2: Accelerometer values for glove

a negative
magnitude in
the horizontal

axis with

respect to
Earth’s
gravitational
force

range from zero
to five(-5 to 0)

Motion of Indication in Magnitude Message in
Glove Accelerometer | representation | LCD Display
in
Accelerometer
Case 1: Glove Remains Both the X and No Input
with no motion the same as Y coordinates
of the earth of the
gravitational accelerometer
force. read zero
Case 2: Upward The The Accelero- Need Water
motion if glove | accelerometer meter’s Y
has registered coordinates
a positive range from zero
magnitude in to five(0 to +5)
the vertical axis
with respect
to Earth’s
gravitational
force
Case 3: The The Acceler- Need Food
Downward accelerometer ometer’s Y
motion of glove | has registered coordinates
a negative range from zero
magnitude in to five(-5 to 0)
the vertical axis
with respect
to Earth’s
gravitational
force
Case 4: The The Acceler- Some
Rightward accelerometer ometer’s X Emergency
motion of glove | has registered coordinates
a positive range from zero
magnitude in to five(0 to +5)
the horizantal
axis with
respect to
Earth’s
gravitational
force
Case 5: The The Acceler- Call Attendant
Leftward accelerometer ometer’s X
motion of glove | has registered coordinates
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Need Water

Fig 5 Need Water

Figure 5 shows that the patient has moved his hand in
upward direction which indicates his need of water,
was accurately captured and displayed on the Blynk
cloud application through a graph. This successful
communication between the patient’s gesture and the
device showcases the effective functionality of the
system.

Need Food

Fig. 6 Need Food

Figure 6 shows the moment of the patient’s hand in
a downward direction serves as an intuitive gesture
indicating his need for food. This data is seamlessly
transmitted and visualized on the Blynk cloud
application as a graph. The consistency and accurate of
this representation affirm then the device is functioning
effectively, providing real-time feedback and aiding
caregivers in timely interventions.

Some Emergency

N

Fig. 7 Some Emergency
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Figure 7 shows the patient’s movement of his hand to
the right was a deliberate action to signal an emergency,
which the device accurately captured and transmitted.
This real-time data was then displayed as a graph on
the Blynk cloud application, validating the device’s
functionality and its ability to promptly respond to the
patient’s needs, the successful integration of the device
with the application ensures timely alerts and effective
monitoring.

Call Attendant

Fig 8 Call Attendent

Figure 8 shows the moment of the patient’s hand in the
leftward direction successfully triggered the call attend
function, demonstrating the device’s responsiveness and
accuracy. This data was promptly reflected on the Blynk
cloud application, where it appeared as a graph. The
graph’s of the event further confirms that the device is
functioning as intended and effectively communicating
with the cloud platform.

Heart Rate and Oxygen level

Fig. 9 Heart Rate and Oxygen level
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Figure 9 shows the graph displayed on the Blynk cloud
application showcases the real-time measurements of
heart rate and oxygen levels. This visual representation
assures us that the device is functioning accurately
and efficiently. It provides a clear and continuous
monitoring system, enabling users to track their health
metrics seamlessly. This data-driven approach enhances
the reliability and usability of the device, ensuring users
can trust its performance.

CONCLUSION & FUTURE WORK

The healthcare sector has been transformed by the
Internet of Things (IoT), bringing about innovative
solutions to enrich patient care and enhance quality of
life. This project has effectively implemented an IoT-
driven system for monitoring and analyzing the health of
paralysis patients, aimed at improving communication
between patients and caregivers while ensuring real-
time tracking of essential health metrics.

The key -elements of this system, including
microcontrollers, sensors, and loT connectivity, were
carefully integrated into a wearable glove. Through
an accelerometer-based gesture recognition algorithm
developed in Embedded C++, the system accurately
interpreted hand movements to convey messages,
enabling patients to express their needs easily.
Continuous monitoring of physiological data, such as
temperature, heart rate, and blood pressure, provided
valuable insights into the patient’s overall health.

Integration with the Blynk IoT platform facilitated
seamless data transfer and real-time data visualization,
offering caregivers timely access to critical patient
information. Extensive testing of the system’s
responsiveness, reliability, and user-friendliness
validated its practical utility in real-world scenarios.

While the current system marks a significant
advancement in enhancing care for paralysis patients,
there are opportunities for further improvement.
Future iterations could involve incorporating
additional sensors like oximetry for oxygen levels or
electroencephalography (EEG) for monitoring brain
activity. Additionally, leveraging advanced machine
learning algorithms for gesture recognition could
enhance accuracy and broaden the range of detected
gestures.
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Moreover, integrating voice recognition and natural
language processing capabilities could enable more
intuitive communication, allowing patients to express
their needs verbally. Incorporating cloud computing
and big data analytics could offer valuable insights
into health trends, supporting predictive analytics and
personalized care recommendations.

In conclusion, this IoT-based system for monitoring and
analyzing the health of paralysis patients showcases
the potential of technological innovations to empower
individuals with disabilities, promoting independence
and enhancing their overall quality of life. By addressing
the unique challenges encountered by paralysis patients,
this project contributes to the broader goal of inclusive
and accessible healthcare, aligning with the principles
of universal design and assistive technology.
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ABSTRACT

In the field of medical data transmission, this paper introduces a novel hybrid encryption system that seamlessly
integrates cryptography and steganography techniques to improve the security of medical images during patient
information delivery over network. By addressing the vulnerabilities inherent in existing symmetric and asymmetric
methods, our approach goes beyond traditional practices that rely on transport layer security protocols for message
confidentiality, authentication, and key exchange. The proposed hybrid system not only strengthens the privacy
of medical images but also enhances the overall security by combining encryption and steganography methods.
This paper provides a detailed study of the hybrid system methodology, implementation details, and performance
analysis. By combining cryptographic strength with confidential communications, our approach aims to set new
standards in securing medical image transmission, which is highly sensitive, providing valuable insights for the
ongoing security negotiation of critical health information in the digital age. Through rigorous analysis and testing,
this research sets the stage for a robust and advanced security paradigm in medical data security.

KEYWORDS : Medical Image Security, Hybrid Encryption, Healthcare Information Security, Steganography,
Cryptographic Techniques.

INTRODUCTION

In the health care information industry, the need
to protect medical images during transmission
has prompted critical review of existing encryption
methods. Although traditional encryption embedded
within transport layer security has proven effective
in maintaining confidentiality and facilitating secure
key exchange, its sensitivity to traffic analysis and
potential visibility during transmission requires

presence of encrypted data creates vulnerability, making
it susceptible to malicious analysis. The hybrid system
outlined here incorporates steganographic techniques
to obscure the visibility of encrypted medical images.
Steganography, as an induced cloaking technique,
introduces covert communications by embedding
encrypted data within seemingly innocuous carriers.

This dual-layer approach aims to reduce the
identification efficiency associated with encrypted data,

careful re-evaluation. This research overcomes the
inherent limitations of traditional encryption by
introducing a hybrid system, combining cryptography
and steganography. Encryption, characterized by
sophisticated cryptographic algorithms and key
management, is the foundation of protecting data
integrity and privacy [1]. However, the apparent
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thereby improving the overall security level during
transmission.

The motivation for this research comes from the
flexibility required by contemporary cyber threat
detection and security protocols. While encryption
forms the foundation of data security, the hybrid model
introduced here strategically complements encryption
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methods, providing an enhanced protection mechanism
against potential breaches. This research highlights
the need for a dynamic paradigm that recognizes
the central role of encryption in data security and
incorporates steganography to mitigate the limitations
inherent in traditional encryption [2]. The sections that
follow explore the technical specifics of the hybrid
system, explaining its functioning, implementation,
and subsequent performance evaluation. Thus, this
research represents an important contribution to
advancing the discussion on the security of medical
image transmission, which aligns with the need for
adaptive, multifaceted security measures in the health
information sector.

Real Challenges in Medical Data Sharing

The landscape of medical data sharing presents
deep challenges in the inherent sensitivity of health
information and the need to protect patient privacy. The
complexities of this area arise from the need to balance
the progress of medical research and treatment ethics
with the ethical responsibility to protect personal health
data. One of the main challenges revolves around the
inherent sensitivity of clinical data. From diagnosis
to treatment plans, patient records contain in-depth
details of a person’s health journey [3]. The challenge
is to uncover the potential of medical advancements
while ensuring the confidentiality of this gold mine of
health information. Striking a delicate balance between
accesses to data for research purposes and maintaining
patient privacy is a delicate task.

Legal frameworks such as the Health Insurance
Portability and Accountability Act (HIPAA) emphasize
the critical importance of patient privacy. Adherence
to such norms is not only a legal obligation but also
a fundamental moral commitment. However, duality
appears when attempting to facilitate sharing of clinical
data for innovative research and treatments within the
scope of legal and ethical considerations. Therefore, the
challenge is to navigate this legal landscape effectively,
while ensuring that data sharing practices comply with
established privacy standards.

On the technology front, the proliferation of
interconnected health care systems introduces
cybersecurity challenges. The fear of unauthorized
access, data breaches or malicious exploitation
Vol. 47
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requires a strong security infrastructure. Maintaining
technological innovation in medical data sharing while
minimizing cybersecurity risks is a major challenge,
requiring continuous improvements in encryption,
access controls, and network security. Patient privacy
so important in this complex scenario. Beyond legal
and ethical requirements, patient confidentiality
protects the sanctity of the doctor-patient relationship.
When individuals are assured of the confidentiality
of their data, they are more likely to share detailed
health information. Patient-centred care depends on
the seamless flow of accurate health information, with
patients feeling safe in disclosing the specifics of their
health status.

The challenges in sharing medical data lie at the
intersectionoftechnical,legal,and ethical considerations.
Resolving these challenges is fundamental not only to
advancing medical research and to treatment, but also
to fostering the trust and confidentiality inherent in the
doctor-patient relationship. Continued development of
strategies to address these challenges is essential to the
development of a healthcare ecosystem that embraces
change with unquestioning respect for patient privacy.

Objective

The main objective of this research is to address the
multifaceted challenges inherent in sharing medical
data and to emphasize the critical importance of patient
privacy in the contemporary landscape of health
information. The key objectives include:

Develop a sophisticated encryption method using
MATLAB for enhancing the security of grey medical
images over a firewall network. The design will leverage
advanced techniques to ensure robust protection of
sensitive medical image data.

Implement a real-time loop-based secure wall
encryption, operating in real-time, will serve as a
protective layer, contributing to the overall safeguarding
of sensitive medical images.

Conduct an in-depth study and comparative analysis
of various image encryption techniques. This involves
assessing the strengths and weaknesses of different
methods, providing insights into their applicability, and
informing the development of an advanced encryption

approach for medical images.
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Provide practical solutions to navigate challenges,
ensuring abalance between technological advancements,
legal compliance, and ethical considerations while
preserving patient privacy.

LITERATURE REVIEW

The increase in the transmission of medical images
over wired and wireless networks with the integration
of telemedicine technology has led researchers to
explore powerful encryption technologies that ensure
the security of medical data during delivery. Many
important contributions have been made to this field,
each addressing different aspects of encryption and
security.

The paper [4] proposed a method using pixel layout and
random permutations for medical image coding. Their
approach involves random permutations and a simple
arrangement of pixels, which ensure high computing
speed. Using long permutation keys derived from the
large size of the image helped resist brute force attacks.

In the [5] introduced an algorithm combining chaotic
graph and chaotic techniques for color coding of
medical images. They used 2D minus triangular map
and a helix algorithm for blurred gray values to process
the pixel addresses of the image. Interestingly, their
method showed resistance to brute force attacks.

In [6] presented “Edge Crypt”, a method for lossless
encryption of medical images using edge maps. Their
innovative algorithm used information from the contour
map to encode medical images, showing a match to
grayscale or color images.

Cryptography and steganography are considered
important in ensuring confidentiality and integrity [7].
In cryptography, encryption is a fundamental technique,
whether symmetric or asymmetric. Symmetric
encryption, exemplified by Advanced Encryption
Standard (AES), uses a shared key for encryption and
decryption. Asymmetric encryption, characterized by
Diffie-Hellman key exchange and RSA algorithms, uses
different keys for encryption and decryption.

The literature emphasizes the integration of
cryptography and steganography for a more secure
system [14] [15]. One study encrypted medical images
using a sorted sequence and then encoded the initial
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value of that sequence using the RSA algorithm
[10]. Another study investigated quantum Gray code
scrambling and quantum XOR operations controlled
by a logistic sign diagram [16]. Pixel swapping and
block-level encryption based on frequency bands have
been explored differently [17]. Additionally, the use of
MJEA (Modified Jamal Encryption Algorithm) and bit-
by-bit XOR has been considered for cryptographic and
steganographic purposes, considering medical images
and information as distinct shares [18].

Research studies are increasingly recognizing the
potential of sequence secure force algorithm shows
unique capabilities when applied to encryption
of medical images. Its dynamic, sequence-based
encryption ensures enhanced security by introducing
unpredictability and adjustability into the encryption
process. This is especially important in health care
environments where confidentiality of medical images
is important. The algorithm’s robust security measures
make it resilient against a variety of cryptographic
attacks, while its customizable parameters allow ready-
made encryption systems to meet specific clinical data
needs. The algorithm integrates seamlessly with other
encryption methods, providing a comprehensive and
layered approach to securing medical images.

Its computing performance is remarkable, meeting
the real-time processing demands often encountered
in healthcare situations. Due to its resistance to
cryptanalysis and adaptability to various medical image
formats and resolutions, sequence protection algorithms
are emerging as an efficient tool for protecting sensitive
medical information. Medical image coding has seen a
paradigm shift with the integration of sequence secure
force algorithm and chaotic methods, representing
a significant step towards improved security and
performance. With sequence secure force encryption
algorithm, chaotic methods provide an additional
layer of security. By introducing randomness and
nonlinearity, chaotic methods create challenges for
potential attackers in predicting patterns in encrypted
medical images. The increase in key space resulting
from chaotic methods improves resistance to brute
force attacks, thereby strengthening the overall security
of medical image encryption systems. Additionally,
dynamic key generation supported by chaotic systems
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adds an element of unpredictability over time, making
it more difficult for attackers to decrypt encrypted
medical images. The integration between sequence
secure force encryption algorithm and chaotic methods
offers a dynamic approach to medical image coding that
meets the growing security needs of healthcare systems.

Although sequence secure force algorithm and chaotic
methods have significant advantages, it is important to
consider the limitations of alternative technologies when
itcomes to medical image coding. Symmetric encryption
methods such as the widely used Advanced Encryption
Standard (AES) face challenges in key distribution and
management, including protecting the shared key during
transmission. Quantum encryption, while theoretically
secure, faces practical implementation challenges and
requires advanced quantum computing infrastructure.
Asymmetric encryption systems have public and private
key management issues, making secure distribution and
management in large-scale medical imaging systems
difficult. In this context, the combination of sequence
secure force algorithm and chaotic methods appears to
be a practical and sophisticated solution, overcoming
some of the limitations associated with traditional
coding techniques. The combination of sequence secure
force algorithm and chaotic methods is at the forefront
of modern medical image coding. By exploiting the
accuracy and adaptability of sequence secure force
algorithm to chaotic patterns and randomness of key
management dynamics, this approach not only improves
security, but also addresses practical challenges faced
by alternative technologies. As healthcare systems
increasingly rely on digital data, the symbiotic
relationship between sequence secure force algorithm
and chaotic methods represents a promising direction
for preserving critical medical images in the era of
emerging healthcare technologies.

METHODOLOGY

In this comprehensive patient diagnosis workflow,
medical images are acquired and immediately subjected
to pre-processing and encryption to ensure patient
privacy. The encrypted images are transmitted securely
to a cloud network, where they undergo steganography
embedding to further safeguard sensitive data.
Steganography conceals patient information within the
encrypted images, providing an additional layer of covert
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security. Authorized healthcare professionals can then
decrypt and access the original images for diagnostic
analysis, utilizing the embedded data for context. After
analysis, any added information is re-encrypted before
secure communication and reporting. As an innovative
encryption measure, the patient image’s encrypted data
is subjected to a multimer and loop encryption.

ENCRYPIED
MEDHCAL
IRLACGE LUATH

MEDNCAL |
BAACE DTS [t Ry | iy o el >

g
Gy m mg)

ECRYPTION
FIRFWALL

Fig. 1: Encryption system with n numbers of loop

This involves applying multiple encryption algorithms in
a loop, enhancing the complexity and resilience against
unauthorized access. This innovative approach ensures
that even if one layer of encryption is compromised, the
multimer and loop process adds an additional barrier,
reinforcing the overall security of patient data in medical
images throughout the entire diagnostic process.

System Methodology

The computational method is designed to provide a
structured and efficient framework to implement the
proposed medical image encryption and steganography
process. This process involves several critical steps to
ensure a complete and secure workflow.

Image Acquisition and Pre-processing

Image acquisition and pre-processing constitute the first
steps in the medical imaging workflow, providing the
basis for subsequent analysis and interpretation. The
process begins by acquiring raw images from various
medical imaging modalities such as X-ray, MRI or CT
scan. These raw images may contain noise, artifacts
or inconsistencies that can influence the accuracy of
diagnostic procedures.

Pre-processing techniques are applied to resolve
these issues and improve the quality of acquired
images. Common pre-processing steps include noise
reduction, contrast adjustment, and spatial filtering.
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These techniques aim to improve the overall clarity
and interpretability of images, ensuring that subsequent
analysis is based on high-quality visual data. Successful
image acquisition and preprocessing are essential for
generating accurate and reliable medical images, laying
the foundation for accurate diagnostic assessments in
healthcare settings.

Create Secure Firewall for Input Medical Image

In setting up a secure firewall for inputting medical
images, an innovative approach involving a firewall
loop with patient name details was applied. This unique
system architecture ensures additional security for
critical clinical data. In each firewall loop, patient name
detailsareintricately woveninto the security architecture.
This customized integration adds a contextual layer to
the firewall, improving its effectiveness in protecting
personal medical information. To further strengthen,
this security measure, encryption is systematically
applied to each loop.

The encryption process ensures that patient-specific
data remains confidential and protected from
unauthorized access. This iterative encryption in the
firewall loop protects not only the patient’s identity, but
also the entire medical image dataset, contributing to a
strong and comprehensive security infrastructure. The
combination of optimized firewall loops and encryption
mechanisms creates a reinforced security that ensures
the integrity and confidentiality of medical images input
into healthcare systems.

Encrypt Image

In the proposed security architecture for input medical
images, a sophisticated two-tiered encryption system
is implemented, combining Sequence Secure Force
encryption with Chaotic encryption within each firewall
loop. It introduces unpredictability and adaptability to
the encryption process, enhancing security.

Mathematically, the Sequence Secure Force algorithm
operates dynamically, ensuring robust protection of
patient-specific data against unauthorized access. The
integration of Sequence Secure Force and Chaotic
Encryption within secure firewall loops represents a
robust approach to fortify the security of input medical
images in healthcare systems.
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Establish a secure firewall loop that connects the entire
encryption process. These loops act as closed circuits,
ensuring that medical images pass through a series of
security measures before reaching their destination.
Integrate sequential secure force encryption algorithms
into the firewall loop. Adapt the algorithm parameters
to match the characteristics of medical images. Reuse
algorithms within cycles to dynamically optimize the
encryption process.

X ., =(@X ) modm (D)

Where, X nis the current value in the sequence, a is
a constant multiplier, ¢ is an increment, and mis the
modulus.

In the subsequent layer of security, Chaotic encryption
is applied within each firewall loop. Chaotic encryption
introduces a high level of unpredictability through
chaotic dynamics, which can be expressed using
mathematical models such as the logistic map:

X, =rx (1-x)

2)

Where, r is the control parameter, and x n represents
the chaotic sequence. The iterative application of
chaotic dynamics within each loop adds an extra
layer of complexity, making it extremely challenging
potential adversaries to decipher the encrypted patient
name details. The synergy between Sequence Secure
Force and Chaotic encryption not only leverages the
mathematical rigor of Sequence Secure Force but also
introduces chaos-based randomness, creating a robust
and dynamic security framework for input medical
images.

By integrating Sequence Secure Force and chaotic
encryption into the firewall loop, the security
architecture becomes not only customizable but also
more flexible. Sequence Secure Force provides a robust
initial encoding layer based on pattern recognition, while
chaotic encoding adds a dynamic and unpredictable
component.

Together, they developed a comprehensive security
framework that protects patient identity and medical
image data throughout the input process, while
strengthening the confidentiality and integrity of
sensitive health information.
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Apply Dual-Layer security using Steganography

In addition to double-layer encryption using sequence
secure force algorithm and chaotic methods within
the firewall loop, an additional security measure is
implemented using steganography. Steganography
enhances the privacy of security architecture by
embedding sensitive information within harmless cover
data.

In the context of medical image security, a
steganographic algorithm has been introduced to
hide encrypted patient-specific details. Encrypted
patient data, previously protected by sequence secure
force algorithm and chaotic encoding, is strategically
embedded within the pixel values of medical images.
Encrypted patient data is seamlessly integrated to
ensure there is no change to the visual appearance of
the clinical images. This steganographic layer adds
an additional dimension to the security architecture,
making it more difficult for potential adversaries to view
or manipulate patient information hidden in medical
images. The combined use of sequence secure force
algorithm and chaotic encryption with steganography
establishes a comprehensive and adaptive security
framework to protect critical clinical data throughout
the entire process.

Share data to over cloud

Sharing data in the cloud means sending and storing
information in a secure and accessible way. Once
medical images are generated with advanced security
features including sequence secure force algorithm and
steganography as well as obfuscated encryption, they
are shared over a cloud network for collaborative and
remote access by authorized healthcare professionals.

Apply Decode Steganography

The decoding process of steganography involves
extracting hidden information from data that appears
normal or unchanged. In the context of medical image
security, once steganographically embedded and
encrypted medical images are accessed from the cloud,
a decoding process is initiated to reveal hidden patient-
specific details. To decode steganographic information,
data embedded in medical images must be extracted.
This extraction uses a decoding algorithm that reverses
the process used during steganography.
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Decryption applies with Firewall loops

The decryption within the firewall loops is an intricate
and coordinated process, where each layer of encryption
is systematically reversed. This ensures that only
authorized healthcare professionals, equipped with
the correct decryption keys, can access the patient-
specific information in its original form. The careful
orchestration of decryption within the firewall loops
adds an extra layer of security, making it challenging
unauthorized entities to decipher sensitive medical
data. Ultimately, this decryption process facilitates the
secure retrieval of patient information for diagnostic
analysis, preserving the confidentiality and integrity of
healthcare data.

SYSTEM DESIGN AND
IMPLEMENTATION

In the area of protecting sensitive medical information,
the early stages of system design involve careful and
thorough analysis of various encryption methods. The
main goal is to define an approach that provides optimal
security, computational efficiency, and adaptability to
the dynamic nature of clinical datasets. Factors such as
resistance to potential attacks and the ability to maintain
data integrity are important considerations in this
analysis. Many encryption methods are studied, ranging
from traditional algorithms to advanced techniques.

The thorough testing includes simulated scenarios and
real-world testing to evaluate the performance of each
method under different conditions. sequence secure
force algorithm and chaotic encoding emerged as ideal
candidates, each bringing unique strengths. sequence
secure force encryption algorithm, has proven to be a
structured and effective way to encode patient data.

On the other hand, chaotic encryption introduces an
element of unpredictability, which improves the overall
security of the system. The combination of sequence
secure force algorithm and chaotic encoding presents a
hybrid model that harmoniously combines the structured
approach of sequence secure force algorithm with the
dynamic and unpredictable nature of chaotic dynamics.

The goal of this hybrid is to take advantage of the
complementary strengths of the two methods, creating
a robust and adaptable encryption architecture.
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Fig. 2 - MATLAB GUI model for comparison and analysis
of different encryption with different loop conditions

Integrating sequence secure force algorithm with
Chaotic Encryption and Dual-Layer Protection

Attention was given to the practical implementation of
the system by establishing a hybrid model. The dataset
selected for this implementation includes patient
information and clinical images, which are inherently
sensitive and require advanced security mechanisms.
The first layer of security involves the use of a hybrid
model within a secure firewall ring. This looped
structure ensures consistent and repeatable execution
of the sequence secure force algorithm and chaotic
encoding, adding layers of complexity to the security
architecture.

In this context, sequence secure force algorithm
played an important role in pattern recognition, which
transforms patient data into a secure format. Also,
chaotic encryption introduces chaotic dynamics into the
encryption process, making it more resistant to potential
attacks.

As an additional precaution, a dual-tier security
mechanism with steganography has been introduced.
Thisinvolveshidingpatientinformationencrypted within
the pixel values of medical images. Steganographic
Process Even if an unauthorized entity accesses the
images, deciphering hidden patient information can be
a complex and challenging task. After encryption and
steganographic embedding processes, the next step
involves the secure transmission of medical images to
cloud storage.

This step is critical in enabling seamless access
to health care professionals while maintaining the
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confidentiality and integrity of the data exchanged.
Secure communication protocols such as HTTPS are
used to ensure that encryption is not compromised
during transmission.

Once stored securely in the cloud, medical images can be
retrieved for clinical testing by healthcare professionals
with appropriate authentication credentials. A double-
layer security mechanism remains intact during
extraction, providing additional protection even in
the event of unauthorized access. This comprehensive
implementation ensured that patient privacy was
protected and sensitive medical information remained
secure throughout the process.

Building a Robust and Secure Framework

Implementing the hybrid model in a secure firewall
loop, complemented by steganography, provides
multiple layers of protection against potential threats.
Recursive use of sequence secure force algorithm and
chaotic encryption ensures adaptability to security
challenges, while steganography adds an additional
privacy screen to encrypted patient information. We
designed a MATLAB GUI model for user interaction.

The integration of sequential secure force algorithms
and chaotic encryption within the firewall loop creates
a comprehensive security architecture. This synergy
combines the adaptive and dynamic nature of the
Sequence Secure Force algorithm with the chaos-based
randomness introduced by chaotic encryption. Together,
they provide a strong layer of security that protects
patient identity and medical image data during the input
process, strengthening the confidentiality and integrity
of critical health information. This approach not only
improves security, but also allows customization
and flexibility within the framework, ensuring its
adaptability to different health care situations.

This technology hides encrypted patient information
within medical images, adding additional security.
Encrypted and decrypted embedded medical images
are securely transferred to cloud storage for access
by healthcare professionals. This integration ensures
a robust and secure framework for handling sensitive
medical information, reflecting a comprehensive
approach to protecting patient privacy and data integrity

during the transfer and storage process.



Fig. 3- Implementation of final Software for patient
medical data security

RESULT AND DISCUSSION

A detailed evaluation of different encryption methods,
followed by the implementation of a hybrid model
involving sequence secure force algorithm and chaotic
encryption in a secure firewall loop, yielded promising
results. A dual-layer security mechanism enhanced by
steganography successfully protects critical medical
information throughout the process.

-
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Fig.4 Secureimage and decrypted image pixel information

The hybrid model revealed an efficient encoding
strategy exploiting the structured pattern recognition of
sequence secure force algorithm and unpredictability
of chaotic encoding. Simulations and real-world tests
have demonstrated the effectiveness of this approach
in protecting patient data within a secure firewall loop.
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The integration of steganography further strengthens
the security framework, providing additional security
by hiding encrypted patient information in medical
images.

Cloud transmission and storage are essential components
of system functionality, maintaining the confidentiality
and integrity of transmitted medical images. Healthcare
professionals accessing images from the cloud are met
with a double-layer security mechanism that ensures
hidden patient information remains secure even in the
event of unauthorized access.

Table 1- Different Patient data with different medical
images

PATIE IMAGE MODALITY DESCRIPTIO
NTID TYPE N
PO01 X-1ay Radiography Chest X-ray for
respiratoryanal
ysis
P002 MRI Magnetic Brain scan for
Resonance Imaging  neurologicalass
(MRI) essment
P003 CT Scan ComputedTomogra  Abdominal
phy (CT) scan for
internalorganse
valuation
P004 Ultrasound Ultrasonography Obstetricultraso
und for
fetaldevelopme
nt
CONCLUSION

Finally, the presented system uses a powerful hybrid
encryption model, which combines sequence secure
force algorithm and chaotic encryption in a secure
firewall loop, complemented by steganography. This
comprehensive approach has proven effective in
protecting critical clinical information throughout the
entire data lifecycle. The structured sequence secure
force algorithm, combined with the unpredictability
introduced by chaotic dynamics, establishes dynamic
and flexible security architecture. Steganography adds
an additional layer of concealment, making unauthorized
access and interpretation of patient information within
medical images more difficult.

Future work in the area of medical data security should
explore improvements in algorithmic techniques,
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particularly sequence secure force and chaotic dynamics,
to further improve hybrid encryption models. The advent
of quantum computing has prompted consideration
of quantum-resistant encryption techniques for future
proofing against potential threats. Applications of
machine learning to threat detection, interoperability
standards, application improvement, and ethical
considerations should remain the focus of research and
development. Addressing these areas will ensure that
future iterations of the system will continue to evolve
and proactively respond to emerging cybersecurity
challenges.

The flexibility and robustness of the provided
framework makes it a reliable solution for the emerging
scenario of medical data security. As healthcare systems
become increasingly digitized and interconnected, a
commitment to continued innovation, ethics, and user-
centred design is essential. By staying ahead of emerging
threats and embracing technological advancements,
the organization has the potential to make a significant
contribution to the secure and responsible management
of critical medical information in the healthcare industry.
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ABSTRACT

Traditional agriculture and floriculture practices have long relied on manual labor for task like estimating flower
quantities, classification, etc. Manual estimation had several disadvantages like inaccuracy, time-consuming,
labor-intensive and costly. As the demand for gerbera flowers continue to grow for various industries including
ornamental, pharmaceutical and decorative-purpose, the need for accurate and efficient flower quantity estimation
has become more pronounced. The primary objective of this project is to create an integrated system capable
of capturing aerial images of flower farms using drone and processing these images using Machine Learning
algorithms. This will leverage advanced technologies to address the challenges and limitations associated with
manual counting of flowers. For this purpose, we will be using Drone Footage of Greenhouse-grown Gerbera
Flowers as the input dataset. Then, it will be used to train and test the YOLO, an object detection algorithm and
output will be displayed on an UI to the user. With the help of this automated system, the flowers will be counted
systematically from the greenhouse environment.

KEYWORDS : Drone, Gerbera flowers, Greenhouse, Object detection, Roboflow, YOLO (You Only Look Once).

INTRODUCTION

In India, gerbera flowers are cultivated and used in
a great extent. It has excellent market commercial
value and hence, used as a decorative flower in
bouquet, functions and parties. They are cultivated in
greenhouse/shade net at an temperature of 12°C-20°C.
As these flowers are cultivated on huge scale, crop
management, counting and classification of every
flower becomes complex task. Manual cost of counting
and classification of these flowers goes to nearly 1000-
2500 Rs. per person for a 5 acres farm. Also, it’s time-
consuming and may generate less accurate results,
hence prone to errors.

Machine Learning and UAV based approach made
possible to perform counting and categorization of
flowers in short period of time, along with the elimination
of manual labors and errors. In this research paper, a
solution for farmers, to detect and classify gerbera
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flowers with the help of drone and object detection
has been discussed. Generally, drone with FPV camera
[1] is used for such applications as it records high-
resolution images/videos even in obstruction fields like
greenhouse. For object detection, YOLOVS [1], [2]
model was used. It is the most popular object detection
algorithm, known for its high accuracy and speed. [t uses
best neural network architecture for detecting objects
at real-time. YOLO divides the image into number
of grids and predicts the object based upon bounding
boxes. For creation and annotation of gerbera dataset,
Roboflow [3] was used. Its a deployment platform and
a labelling tool.

This project is composed of two stages, Drone
Configuration and Model Creation. At first stage,
configured drone will be moved over the field area.
It will continuously capture the video of the farm,
which is simultaneously being transferred to the user
system via receiver. At second stage, YOLO model was
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employed for object detection. The model is trained on
the Dataset of Gerbera flowers, which is created using
roboflow. Drone footage will be given to this pretrained
model, as an input. It will predict the count of flowers
as an output. This detection and counting system can
be utilized for faster, automated and accurate counting
and classification of flowers. It will also help to reduce
the need of manpower and minimize cost needed.
Remaining paper is organized as follows: Literature
Review, Materials and Methods, Result and Discussion,
Conclusion and Acknowledgment.

LITERATURE REVIEW

This section describes the related works in the area that
has similarities with the proposed method, counting of
gerbera flowers using UAV & YOLO.

Johannes Gallmann [4] proposed a photo base about
the number of flowers in grasslands which reduces the
manual practice of assessing flowering plant species
in grasslands. They obtained nearly 90% accuracy and
were able to identify and classify individual flowers.
A similar work carried out in [5], using Convolutional
Neural Networks (CNN) and image processing strategy,
the output is a density image that accurately predicted the
count of strawberry flowers in drone imagery, providing
a more efficient and accurate counting method. Yasmin
Vanbrabant used a 3D Object based method [6] with a
high accuracy of 87%.

Joao Valente [7] proposed an automated method
for counting crop plants using very high-resolution
UAV imagery using method such as Machine Vision,
Transfer Learning using CNN with an accuracy of 95%
in counting plants. Mirko Piani in [8], uses UAV based
RGB imagery and results in mapping Apple Orchard
flower clusters density. Accurate flower counts were
challenging to obtain due to the laborious manual
process involved in estimating crop yields and selecting
genotypes. Daniel Petti in [9] proposed a weakly
supervised learning which helps in counting Cotton
Blossoms which requires simpler and less expensive
annotations. The study of tomato flower detection was
carried out in paper of Dor Oppenheim et al. [9]. The
front acquisition angle, optimal hue threshold values
and afternoon acquisition times gives best results as
precision increase to 80%.
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MATERIALS AND METHODS

This section provides detailed explanation about the
project. It composed of five subsections, Section I1I-A
describes the system architecture & detailed steps
in which the project has been completed. Section
III-B contains details about the Gerbera dataset and
its preprocessing. In section III-C, all details about
Roboflow and YOLOVS is mentioned, that is, how it
was used in object detection. Section III-D describes
about the UAV and its configuration and finally, Section
III-E give the details about streamlit framework and
how it is used for the deployment of model.

Dataset Preparation and
Preprocessing

Y

[ Model Creation with Roboflow ]

4

[ Drone Configuration ]

L J

[ Model Testing at Real-time ]

v

[ Getting Results with Streamiit ]

Fig. 1. System Architecture
System Architecture

This section gives the overview about the Flow of
the project. Fig. 1. represents the overall steps for the
project.

For this project, YOLOV8 and Roboflow are the two
main components were used. Initially, Gerbera flower
dataset has been created which is further preprocessed
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(resizing, filtering, etc. is performed). Using Roboflow
tool annotation, bounding boxes and preprocessing
tasks has been done. Then, with the help of YOLOVS
model provided by Roboflow Train, it is trained-tested
on the created dataset. Next is the Hardware step, Drone
is configured with required equipments. Speed, Height
and drone motion is calliberated using flight and remote
controller. Connection between user system and drone
has been established via receiver-transmitter.

In further steps, developed model is tested against the
real-time images and videos captured by drone. Finally,
to display count of detected flowers, Streamlit has
been used. It’s a framework which provides basic user
interface for python based models.

Dataset Preparation and its Preprocessing

This section provide details about the Gerbera dataset &
some sample images from it.

Sample Images & Table of Dataset

Created a custom dataset of images of Gerbera Flowers

captured from a farm situated at Madsangavi, Nashik,
Maharashtra. It consists of nearly 550 - 600 images and
70 - 80 videos of flowers. There are total 8 different
classes (colors) of flowers namely: Red, Pink, White,
Magenta, Yellow, Salmon, Orange and not grown
category. With the annotation feature of Roboflow,
labelling or bounding boxes has been created in all
the images as well as in video frames. We have also
performed image resizing, filtering, etc. tasks on the
image dataset. Table I, gives all the details about the
dataset. There are total 600 images in the dataset. Total
number of annotations more than 2500, with per image
annotation value as 4 - 6 flowers. Average Image size
given as 0.78 mp and Median image ratio as 960x853
representing a square shaped image. It also gives the
details about total number of flower classes.

Table 1. Description About Dataset

Description about Image | Measures/Value
Total number of images 600

Total annotations/labels >2500

Per image Annotations 4-5

Average Image Size 0.78 mp

Median Image Ratio 960x853

Total number of classes 8
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Also, Fig. 2, shows an interface of how annotation can
be using Roboflow. It also shows the number of color
classes in an image.

Fig. 2. Annotation Interface in Roboflow along with the
number of color classes of gerbera flowers

Preprocessing of Dataset

In this step, images are preprocessed or made ready for
training and testing purpose. All captured images are
brought under common shape and size. With the help
of Annotation feature of Roboflow, bounding boxes
are created over the gerbera flowers. This step is also
called as annotation or labelling of images, which is
necessary for model training. Also, edges are detected
in the images.

About Roboflow and YOLOVS for Object Detection

Roboflow is not only used as annotation tool, but it
also provides an easier way for the creation of model. It
also acts as an end-to-end computer vision platform for
developing projects related to image processing, object
detection and so on. It provides a Hosted API feature
using which one can train computer vision models on
the built-in dataset in very easy manner. Also, it provide
features like Roboflow Annotate, to create own custom
dataset, Roboflow Train, to perform model trainings
and Roboflow deploy, for the deployment of models
over devices such as 10S, NVIDIA based GPUs.

In this project, after creation of annotated dataset,
Roboflow Hosted API was used, which allows utilizing
pretrained, multiple versions of YOLO. Further, training
and testing of YOLOVS8 model has been performed on
the dataset. By exporting this model, source code was
automatically get generated or one needs to just run this
code into Google Colab environment, to test it on new
images.
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YOLO, that is, You Only Look Once, is an object
detection algorithm, basically used to solve computer
vision tasks. It works by dividing the given image into
n-dimensional grids and determining the probability of
bounding boxes into each grid. Main feature of YOLO
algorithm is that, it makes a single forward pass over
the given image to detect the object. Hence, it possess
high speed and accuracy compared to other two pass
algorithms. It uses combination of best Convolutional
Neural Networks (CNN) [4] [5] to predict objects.

Drone Configuration And Video Capturing

Drone, also known as Unmanned Aerial Vehicle [5]
[6], is widely used in the field of agriculture nowadays,
to perform automated tasks. In this project also, it acts
as a main component. Quadcopter multirotor drone
has been used, for capturing images of farm which is
configured with equipment like Battery, Electronic
Speed Controllers (ESCs), Flight Controller (FC), etc.
To capture high quality images, A 1200 TVL CMOS
FPV (first-person view) Camera [7-9] along with its
transmitter (to transmit captured images) and receiver
(to receive images on user system) has been used.

As the drone moves over the field area, all the images or
data will automatically get received on the user system
at real-time, due to the direct connection between
Transmitter (attached to FC and Camera) and Receiver
(attached to user system). Using drone reduces the need
of manpower of counting of flowers in the farm. It also
increases the accuracy of count, improves efficiency
and makes task automated.

Streamlit Framework

Streamlit is a free and open-source platform or a
framework used to create web applications for our
machine learning models by deploying them to it.
YOLOVS8 model is deployed on streamlit, to create a
basic web application for farmers, so that it can be used
for counting purpose.

Following are the steps by which the basic GUI has been
created for this project. Initially, user needs to install the
streamlit using ‘pip install streamlit’ command. Then,
created a custom python script, which will describe
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how the web interface should look like. It may include
input data, files to be uploaded, images, output, etc.
Finally, trained model is integrated with streamlit and
tested on local system using ‘streamlit run your app.
py’ command.

The web interface starts with a home page of the project
which consists of following components: Project URL
is the URL of the model which is created on Roboflow
website whereas, Private APl Key is the key given
by Roboflow while creating model using Hosted API
feature. This simple web interface also includes an
About Us section, where user can follow the given steps
to test the model.

In Fig. 3, On the left sidebar of web page, three
options has been provided, user can upload either
images or recorded videos of flower. Also, by clicking
on ‘Realtime Detect using Camera’, user can access
system’s webcam or the camera attached to the drone,
to detect count of flowers at real-time.

Fig. 3. Streamlit web interface with 3 options provided on
Left Sidebar: Image, Video and Realtime detection. Along
with this, Detection of flowers by creating Bounding boxes
using YOLO model.

Epochs

Fig. 4. Plot of Mean Average Precision (mAP) versus
Epoch. Highest value of mAP obtained at Epoch numbered
within 150 — 160.
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Fig. S. Training results showing best Precision and Recall
values as the number of sample images increased. Also,
reduction in object loss is observed for training and
validation set.

RESULTS AND DISCUSSION

This section describes the final results generated in this
project and performance metrics used for the evaluation
of model. Section I'V-A gives the experimental or actual
testing of the project by detecting flowers in the given
image. Also, more about other performance metrics
and training results have been discussed. Section [V-B
describes the performance of YOLOVS8 model based
upon various cost functions.

Experimentation

For testing purpose, model has been given an input
image shown in Fig. 3. It demonstrates how flowers are
detected using this model. Detected flowers are shown
by drawing bounding boxes around the object. User
can also adjust the confidence score and overlapping
percentage (as shown in Fig. 3) to a specific value, for
more accurate results. More is the overlapping value,
more accurately the model counts.

Fig. 4. displays variation in the mAP metric (Mean
Average Precision) for different number of epochs. It
has been observed that, model gained highest value of
mAP for epochs between 150 — 160. Moreover, model
training is best understood by Training graphs shown in
Fig. 5. Best Precision and Recall values are obtained by
using more than 200 sample images for training. Also,
more number of sample images reduced the object loss
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(dfl_loss) [11] at great extent, for training as well as
validation set. Object loss represents the probability
of occurrence of the object at specific location in the
image. It shows how well the model correctly locates
specified object.

Performance Evaluation

This section describes about the model’s performance
and how model performs counting on training, testing
& validation set. Table 11, gives brief description about
the model’s accuracy on various kinds of data (image
or video). It shows that, the model possess highest
accuracy for images which is 93%. for videos it is 84%
and for realtime detection, that is, data captured by the
drone, its 88%.

It also describes the total number of images categorized
into training, testing and validity set [11]. Total number
of images in the dataset and total number of augmented
(labelled) images are also given.

Table 2. Description About Model’s Performance

Performance Metric/About | Total Count (in %)
Dataset

Accuracy for Images 93%
Accuracy for Videos 84%
Accuracy on Real-time detection 88%
Training set count 418

Testing set count 60
Validation set count 40

In machine learning, accuracy is the performance metric
which determines the exactness of an algorithm or a
model. In simple terms, it tells how correctly the model
is making predictions. Mathematically, Accuracy is the
total number of true predictions divided by the total
number of predictions. In this project, model’s accuracy
for image is 93%, for videos its 84% and for realtime
object detection its 88% (as per Fig. 6.). It shows that
our model is trained very well and it can effectively
make predictions on new data

CONCLUSION

In this work, YOLOV8 was used which is a real-
time object detection algorithm, possessing excellent
accuracy and high speed. A robust system is developed,
which is capable of accurately counting Gerbera
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flowers using images captured by drone. It provides
insights for farmers and researchers. This innovative
method outperforms traditional methods in enabling
precise flower counting in various lighting conditions
and field sizes. Our future efforts will be focusing
on model enhancements, scalability, and integration
with agricultural platforms, addressing data quality,
environmental factors, resource constraints, and
improving user interfaces and data sources.
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ABSTRACT

This study explores the depths of image and video denoising to supply cutting-edge methods to improve multimedia
content quality, which is becoming more and more quality. Based on extensive testing using multiple datasets, we
suggest a denoising method that efficiently reduces noise yet preserves pertinent information. Effective denoising
approaches, that increase efficiencies and enhance multimedia information quality overall, have a chance to
transform a wide range of industries, including computer vision, video streaming, image processing, and others.
To satisfy this need, we explore various aspects of denoising utilizing modern facilities of deep learning techniques
like convolutional neural networks. Through means of comprehensive testing on a range of datasets encompassing
an assortment of degradation factors, researchers are refining and refining the denoising model to accomplish
exceptional results. These advancements guarantee practical benefits in an extensive number of sectors, having
consequences that go far above theoretical research. These algorithms deliver sharper, crisper photographs through
the elimination of noise and imperfections which improves user engagement and creates immersive experiences.

INTRODUCTION

In the contemporary digital content consumer
environment, the quality of images and videos has a
huge impact on how people view and respond to the
information. The importance of achieving maximum
visual quality has increased due to people’s consumption
of multimedia material across many channels and
devices. Nevertheless, it is challenging to achieve this
highest quality since multimedia data is inherently
susceptible to various types of degradation. Urgent effort
is needed to overcome these limitations and raise the
bar for multimedia content through innovative solutions
based on cutting-edge technologies. Using deep learning
algorithms to denoize images and videos is one of these
options, and it seems like a highly appealing approach.
Through the use of artificial intelligence and neural
networks, researchers and practitioners are pushing
the envelope in terms of enhancing visual fidelity
and perceptual quality. The work requires an in-depth
understanding of the numerous nuances of multimedia
data as well as the factors that compromise its integrity.
Noise can be produced by several things, especially
Vol. 47
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defective sensors and surrounding circumstances. Noise
warps and blurs images and videos, diminishing their
quality and subtracting from the viewing experience.
Compression artifacts come from data compression
computations, producing unwelcome distortions and
compromising visual fidelity. The aforementioned
techniques combine CNNs (convolutional neural
networks) and other advanced layouts to enhance
perceptual quality, set apart, and remove noise while
retaining relevant data.

OBJECTIVE

The main objective is to mitigate the occurrence of
noise, which can be attributed to multiple reasons
like inadequate illumination, sensor constraints,
compression artifacts, or transfer oversights. To keep
the image or video’s instructional substance and visual
integrity, it’s critical to keep significant details and
structures intact when eliminating noise. To avoid
distorting or blurring important aspects of the content,
denoising algorithms should strive to preserve sharp
boundaries and bounds. In applications like photography
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and medical imaging, where color plays a major role in
analysis and then maintaining accurate color an image
is crucial. It is essential to have efficient denoising
strategies, particularly during instances when hardware
assets will constrained or in real- time applications. To
preserve a pleasing aesthetic and perceptually precise
outcome while denoising, endeavor to avoid generating
any further aberrations or distortions. The goal of
denoising is to increase the visual attractiveness and
comprehension of videos and photographs by improving
their perceptual quality. This is particularly important
for applications like digital photography, where user
satisfaction relies on the quality of the resulting photos.
The purpose of denoising techniques is to elevate the
ratio of signals to noise (SNR) of pictures and videos
by lowering noise. For purposes like image analysis and
pattern recognition, a higher signal-to-noise ratio (SNR)
produces an improved and more reliable portrayal of
the underlying information. Denoising techniques can
target particular kinds of artifacts created during picture
purchase, compression, or processing in addition to
eliminating noise. Motion blur, optical variations, and
compression methods such as JPEG objects of art.

LITERATURE SURVEY

[1] Haoyu Chen, “Masked Image Training for
Generalizable Deep Image Detection2023

Deep learning-based image-denoising models have
made significant progress in improving generalization
performance by including a masked training strategy.
Using masks during the training phase allows the model
to focus on specific areas of interest within the input
data, increasing the model’s capacity to generalize to
previously unseen data. The masked training technique
has some benefits, but one major disadvantage is that
information is necessarily lost during the masking
process. This information loss may make it more difficult
for the model to detect minute details and subtleties in
the input images, lowering its overall effectiveness.

[2] Dan Zhang, “Supervised Image Denoising For Real-
World Images Context Aware Transformer”2023.

In this paper, the authors introduce a unique
methodology inspired by Transformer-based methods to
solve the intrinsic constraints of Convolutional Neural
Networks (CNNGs) in self-supervised picture denoising.
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Due to Transformers’ notable performance in a range of
computer vision applications, the authors have proposed
a new network design called Denoise Transformer.
Convolutional Attentional Denoising Transformers
(CADTs) and a Self-Normalizing Encoder (SNE) are
integrated into this architecture to enable two stages of
self-supervised denoising. The CADTs that comprise
the Transformer have both local and global feature
extraction branches. To generate denoised outputs in the
first step, residual learning is utilized to remove noise
information from the input images, as is the purpose
of these CADTs. The authors demonstrate the success
of their system through extensive experimentation,
outperforming most self- supervised training
methodologies and traditional methods. Notably, the
proposed technique excels in denoising pictures with
detailed noise patterns, particularly those with low-
saturated textures and poorly lit environments.

[3] Yang Chen, ”Multispectral Image Noise Removal
With Adaptive Loss And Multiple Image Priors
Model”2023.

In this study, we propose an innovative denoising
technique for Multi-Spectral Imagery (MSI) that melds
dynamic loss functions with periodicity based on
multiple picture priors. More specifically, we address
the difficulty posed by the complex and often unknown
noise distribution in MSI data by using the Non-
Parametric Mixture of Gaussians (NMoG) distribution.
Utilizing the above approach, we can describe all of
the complicated noise characteristics present in MSI
datasets. To maximize our denoising model, we employ
a weighted 12-norm loss function tailored to the specific
noise distribution. This weighting is accomplished by
Variation Auto Encoders (VAE), which enables efficient
and flexible learning from observed MSI data. Local
smoothness properties, spectral and spatial correlation,
and nonlocal spatial similarity are some examples
of these priors. We fully incorporate these priors
into our regularization term to harness and capture
the underlying structure and properties of MSI data.
Through comprehensive simulations and experiments
performed on real MSI datasets, we demonstrate the
effectiveness of the proposed approach in significantly
reducing noise levels compared to existing methods.
Our findings highlight the importance of integrating
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adaptive loss features with preimage types to effectively
solve the MSI data deletion problem.

[4] Dan Zhang, “Self-Supervised Image Denoising For
Real-World With Multi-Mask Based On Blind-Spot
Network™ 2022.

This study presents a new method for self-directed RGB
image denoising based on binary-switched Networks
(BSN) using a multi-mask strategy. This new method
aims to solve the problem of highly inclined structures,
which until now have been difficult to control with
only center-mask models. The proposed approach can
significantly perturb those high-noise structures by
using multiple masks, which improves the damping
efficiency of the model. The study also introduces the
creation of MM-BSN, a model that effectively combines
the features found in multifaceted convolutional layers
while controlling model size expansion to avoid
exploding. In particular, MM-BSN uses concatenation-
based hop connections to compensate for data loss
caused by masks. This clever combination ensures
that the damping process is flexible and effective even
in the case of diffuse, spatially correlated noise. The
effectiveness of the proposed method was confirmed by
extensive experimental validation. The results show that
it performs better in denoising than other unsupervised
and self-supervised techniques already used and
published in the literature. Remarkably, the proposed
method does a remarkable job of preserving textures
while effectively removing noise, improving the overall
effect visual appearance of noiseless image quality.

SYSTEM ANALYSIS
Existing System

Spatial Markov dependencies are a significant factor
in image processing, making Markow random fields
(MRFs) useful. These models capture issues related
to local energy degradation, where neighboring pixels
influence each other’s values to give a visual impression.
MRF-based transmission map estimation methods show
promise for applications such as degassing when applied
to outdoor color RGB images. These techniques use the
spatial constraints inherent in external Conditions to
improve the accuracy of transmission map estimation,
facilitating the recovery of sharp images from blurred
images. Central to this process is the direct dark
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channel (DCP), which uses high-resolution geometric
correlations between display units. DCP can detect
uncorrelated pixels and estimate the transmission
map. Developed in response to most outdoor images,
some pixels have very low-intensity values in a very
small color channel. DCP integrates these higher-level
connections to enhance MRF’s regional energy-saving
strategy to make it more transparent and renewable.
These approaches include statistical modeling, spatial
correlation, and higher-order visualizations, enhancing
the multifaceted and applied nature of image-processing
research.

Proposed System

Continuous efforts are being made to find images that are
free of unwanted noise in image and video processing,
with deep learning techniques now providing effective
means to achieve this objective. Those methods using
neural networks aim to improve image quality by
cleverly combining information from multiple sources.
At the heart of this methodology is deep learning,
which involves building complex neural networks
with multiple layers - input, hidden, and output layers.
Together, these layers extract, transform, and integrate
the features of the input data to produce a better output.
Applying Laplacian operations to the input images is
a common step in the denoising process. An integral
part of image processing, the Laplacian operator helps
emphasize edges and small details while reducing
noise. Applying this procedure to input images allows
the neural network to focus on preserving important
visual information while reducing the effects of
unwanted artifacts. To refine the denoising process, the
weighted inputs are subjected to Gaussian procedures.
The application of Gaussian filtering is widely known
for its ability to reduce noise and remove unwanted
components, improving the overall coherence and
clarity of the final image. Using a multi-layered iterative
refinement process, a deep learning model acquires the
ability to recognize significant patterns and structures
in the input data.

SYSTEM ARCHITECTURE

The perspective of framework design encompasses both
the conceptual plan and auxiliary format of equipment
or computer code. It’s the method of determination.
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Broadly talking, framework design relates to the
complete format of a multifaceted framework, including
not fair its equipment and program constituents but also
its operational and organizational highlights. The way
a system interacts with other frameworks and clients,
its behavior over time, and the relationships between
components are all part of its design. Picture preparing,
as utilized in imaging science, is the scientific handling
of pictures through any kind of flag processing, where
the input can be a picture, an arrangement of pictures,
or a video, such as a picture or a video outline. The
yield of picture handling can be another picture, or it
can deliver a set of parameters or characteristics related
to the picture.
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Fig. 1. Architecture Diagram
ALGORITHM
Convolutional Neural Networks

CNN architectures designed for denoising typically
consist of multiple layers, including convolutional
layers, pooling layers, and activation functions. These
layers are stacked to create a deep network capable of
learning hierarchical representations of image or video
data. CNN architectures designed for denoising typically
consist of multiple layers, including convolutional
layers, pooling layers, and activation functions. These
layers are stacked to create a deep network capable of
learning hierarchical representations of image or video
data. CNNs for denoising are trained on pairs of noisy
and clean images or video frames. During training, the
network learns to map noisy inputs to clean outputs by
minimizing a loss function that measures the difference
between the predicted and ground truth images. Common
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loss functions used in training CNNs for denoising
include mean squared error (MSE) and perceptual loss,
which measures the difference in feature representations
between the predicted and clean images. Perceptual loss
tends to produce visually pleasing results by focusing on
high- level features rather than pixel-wise differences.

| Qutput|Denaised

Input{noisy Convolutional Pooling | | Deconvolutional
- —
Image or Video Layer Layers Layers '1 Image/Video Frame

Fig. 2. CNN diagram for Image and Video Denoising

Activation
Function

Image processing

The mathematical processing of images through any
kind of signal processing is known as image processing
in imaging science. The info is a picture, a succession
of pictures, or a video outline. The result is a picture
or an assortment of picture properties or boundaries.
The majority of approaches to image processing treat
an image as a two-dimensional signal and employ

Fig. 3. Image Processing (Noised Image/Video Frames to
Denoised Image /Video Frames)

Time, or the z-axis, is the third dimension in images,
which are also processed as three- dimensional signals.
Whilst digital image processing is the most common
type, optical and analog image processing are also
feasible. The general methods discussed in this article
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are relevant to all of them. Imaging is the process of
capturing the images that initially produced the input
image. Mage communications are also understood as
three-dimensional signals, with time, or the z-axis,
serving as the final dimension. While the processing
of digital pictures is the most common type, optical
and conventional image processing are also feasible.
Imaging is the process of acquiring the images that
initially produced the input image. Computer vision
and computer graphics are extremely similar to image
processing. When creating images for computer
representations of objects, circumstances, and
illumination are used as guidance instead of deploying
imaging devices like imaging devices to take pictures
of natural scenes, as is the scenario with most animated
films. Through the implementation of efficient denoising
processes, we strive to improve the overall visual appeal,
razor-sharp, and readability of multimedia data. An
overview of the methods they used in image and video
denoising is given in this introduction, highlighting
their importance in improving multimedia quality and
enriching user experiences

Gaussian filtering

A widely used technique for noise-reduction images
is exponential filtering. This outlines the operation
of Gaussian filtering and how it is used for noise
elimination in images and videos. High- energy noise,
such as Gaussian sound or salt-and- pepper noise,
is capable of effectively being reduced in pictures
and movies by applying Gaussian filtering. Gaussian
filtering reduces noise without significantly modifying
the main structure of the image by dissolving it.

01-1515:00

Fig. 4. Gaussian Filtering

A Gaussian filter tries to keep alive significant elements
of the image, which include edges and textures while
minimizing noise. While edges are maintained by
the modest intensity shift, the filter’s distorting effect
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is prominent in areas with consistent luminance. The
standard deviation (SD) (sigma) parameter to be used
for the kernel’s Gaussian function can be changed to
the decreased by Gaussian filtering. While larger values
of sigma preserve enhanced characteristics but offer
less noise reduction, smaller values produce stronger
diminished noise but may cause a loss of fine details.

Denoise Transformer

Transformers for denoising have demonstrated
potential in jobs involving images and videos. They
use transformer architectures, which were modified
to handle picture patches or video frames after being
created for natural language processing. These models
use self-attention methods to help in denoising by
capturing long- range dependencies in the data.
Effective training of these models frequently makes use
of'strategies like adversarial training and self-supervised
learning. A few well-liked designs are ViT, SwinIR, and
DnCNN-Transformer. Researchers are always working
to enhance these models, which provide cutting-edge
performance.

Denoise Transformer

Global Masker @

T

a.0riginal image

b.Noige removal cTransmission estimate

d.Enhanceimage

Fig. 5. Denoise Transformer

Typically, denoising transformers work on individual
image patches or video frames as opposed to the full
image or video sequence all at once. They can properly
capture spatial dependencies and handle enormous input
volumes because of this patch-based methodology.
Self- attention is the fundamental building block of
transformers, allowing them to recognize long- range
dependencies and the overall context of the data. This
approach helps the model grasp the links between
several patches or frames, which is very useful for
denoising tasks. To successfully handle multiscale
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features, certain denoising transformer topologies have
a hierarchical structure. These models may capture
details at different levels of abstraction by processing
data at numerous resolutions, which improves
denoising performance. Denoising transformers are
often learned using large-scale datasets with noisy
and clean picture or video pairings. To create training
data without explicit supervision, self-supervised
learning approaches like noise estimation or picture
augmentation are frequently used. The model can also
be trained to provide aesthetically beautiful denoised
outputs by using adversarial training.

CADT

CADT, or Convolutional Adaptive Dense Transformer,
is a powerful architecture used for image and
video denoising tasks. It combines the strengths
of convolutional layers and transformer-based
architectures to effectively capture spatial and long-
range dependencies in the data.
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Fig. 6. CADT Workflow
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CADT incorporates convolutional layers to process
local spatial information efficiently. These layers are
adept at capturing low-level features and patterns within
the image or video frames. CADT employs an adaptive
mechanism focus based on the characteristics of the
input data. This adaptability allows the model to allocate
more attention to relevant regions while suppressing
noise and irrelevant information. Dense connections
facilitate feature reuse and gradient flow throughout the
network, enhancing information flow and promoting
feature reuse across layers. This helps improve the
denoising performance by enabling the model to capture
both local and global context effectively.
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CONCLUSION

In conclusion, our project addresses the pressing need
for advanced techniques in image and video denoising,
crucial in today’s multimedia-dominated landscape.
Leveraging cutting-edge deep learning algorithms,
particularly convolutional neural networks, we have
meticulously analyzed the factors contributing to
multimedia degradation and their impact on perceptual
quality. Through exhaustive experimentation across
diverse datasets, we have developed a robust denoising
model adept at removing noise while preserving
essential details. The proposed algorithm demonstrates
promising results, highlighting its potential for
real- world applications spanning image processing,
video streaming, and computer vision. By raising the
standards of multimedia content, our research aims to
enhance user experiences and foster innovation across
various domains. Moreover, our focus on leveraging
deep learning architectures and comprehensive
analysis positions our work as a cornerstone for future
advancements in multimedia denoising.

FUTURE ENHANCEMENT

In the future, building upon the foundation of our current
research, we envision integrating multi- modal learning
approaches to enhance the denoising capabilities
further. By incorporating not only visual but also
auditory or textual information, our model could gain
a more comprehensive understanding of the underlying
content and context, leading to even more precise noise
removal while preserving crucial details. Additionally,
exploring self-supervised learning techniques could
enable our model to learn from vast amounts of
unlabeled data, enhancing its adaptability to diverse
noise patterns and scenarios. Moreover, leveraging
generative adversarial networks (GANs) could enable
us to generate realistic noise patterns for training,
simulating real-world noise environments and making
our model more robust. These future enhancements
hold the potential to push the boundaries of multimedia
denoising, resulting in even higher-quality outputs and
broader applicability across various domains.
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ABSTRACT

The recent data research show that people are experiencing more mental stress. Owing to the previous epidemic
and the lockdowns that followed, individuals are experiencing a range of stressors, such as joblessness, financial
hardship, company loss, deteriorating personal and family relationships, etc. Long-term stress may have a
significant role in the development of many common illnesses. Stress is associated with changes in human brain
activity, which may be measured by electroencephalogram (EEG) data. The pattern of these signals is typically
complicated and difficult to interpret. This study described a method that uses machine learning techniques to
extract the stress level from EEG data. Machine learning approaches with electroencephalography (EEG) data for
stress level identification. Early identification and prevention are essential since stress is a common problem that
negatively impacts both productivity and mental health. The main challenge of this paper is to identify the stress
level and increase the efficiency of the stress detection method with machine learning techniques. The suggested
approach involved the use of a band-pass filter to eliminate noise from the unprocessed EEG output. For EEG
data, the “Fast Fourier Transform (FFT)” approach was used to extract the feature. It is better suited for the “Fast
Fourier Transform (FFT)” with a hamming window. The “Fast Fourier Transform (FFT)” and a Hamming window
are used to evaluate EEG data in the frequency domain. Usually non-stationary, EEG signals have both periodic
and non-periodic components.

Machine learning techniques facilitate the automatic categorization of brain activity patterns linked to stress, while
EEG readings provide insightful information about these patterns. We go over the difficulties, approaches, and
most recent developments in the use of EEG signal to determine stress levels.

KEYWORDS : Keywords: Stress Level Detection and Classification, Machine learning techniques, EEG Signals,
Classifiers: “Gradient Boosting Algorithms, Random Forests, Decision Trees, Support Vector Machines, K-Nearest
Neighbors ™.

INTRODUCTION

lectroencephalography (EEG) is a potent instrument

for comprehending cognitive processes and
brain dynamics. Gaining understanding of cognitive
processes, mental states, and their applications in both
clinical and non-clinical contexts is the main goal of
the analysis of EEG data. The work uses machine
learning algorithms and sophisticated signal processing
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techniques to extract relevant information from EEG
data.

EEG bands are measured in Hertz (Hz) and correspond
to various frequencies of brain activity. Every band
corresponds to distinct mental processes and awareness
levels. These EEG bands, which are expressed in Hertz
(Hz), correspond to various brain wave frequencies.
Because each band is linked to distinct cognitive states
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and tasks, researchers are able to examine different
facets of brain activity. These EEG bands can also
aid in the creation of therapeutic approaches and offer
insightful information about neurological illnesses.

Stress detection by EEG is a method used to identify
and measure the levels of stress experienced by an
individual by analyzing their brainwave patterns.
By applying electrodes to the scalp, this approach
records electrical activity in the brain, this may then
be analysed to ascertain the existence and level of
stress. By understanding how different patterns of
brain activity correlate with stress, and develop more
effective strategies for managing and reducing stress in
individuals.

In order to detect the electrical activity of the brain,
a network of tiny electrodes is applied to the human
scalp and used in electroencephalography (EEG)’
“Electroencephalography (EEG) is the neurophysiologic
evaluation of the brain’s electrical activity”. The non-
invasive technique known as electroencephalography
(EEG) is used to monitor the brain activity. Electrodes
are applied to the scalp to detect brain waves. The
scalp electrodes pick up the extremely faint electrical
impulses. In most cases, the electrical signal ranges
from 10pV to 100uV [3][8].

Between the electrodes and the neuron layer, which
weakens the signal, are layers of skin, the skull, and
various other materials. The worldwide standard
serves as the basis for the electrode placement on the
scalp. Electrodes are labeled “Frontal (F), Central
(C), Temporal (T), Parietal (P), and Occipital (O)” in
accordance with the sections of the brain, as seen in
figure 1. On the left side of the head are the odd number
electrodes; while on the right side are the even number
electrodes. [42].

The electrodes are used to measure brain electrical
activity. “Delta waves (0 - 4Hz), theta waves (4-7Hz),
alpha waves (7-13Hz), beta waves (14-30Hz), and
gamma waves (30-100Hz)” are the categories used to
categorize these electrical signals. The EEG signal has
an amplitude between 10 and 200 pV. Infants have delta
waves, which are concentrated on the deep sleep order.
The slowest waves are called delta waves. When one
is sleeping or focusing quietly, theta waves are visible.
The alpha waves are noticed during the resting state
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with closed eyelids and in an awake state. Both normal
consciousness and active concentration of mind states
exhibit beta waves. The reaction to the visual stimulus
is shown in the strong gamma waves.

Different band power is observed when brain waves are
measured in low-stress and high-stress settings. Stress
is an uneasy feeling that arises from a passionate energy
and affects our everyday life [1][12][13]. An essential
bodily reaction that impacts the entire body is stress.
The long term stress is more damaging than short term
stress [16]. Pleasant emotions like pleasure, happiness,
and triumph, among others, may cause short-term stress
[19][20]. But over time, stress brought on by guilt,
humiliation, or failure may be seen as a significant risk
factor for detrimental mental health issues [2]. [5] and
[15].

Detecting stress levels from EEG
(Electroencephalography) signals using machine
learning techniques presents a promising avenue for
understanding and managing stress-related disorders.
EEG, a non-invasive neuro imaging method, “captures
the electrical activity of the brain, providing valuable
insights into cognitive processes and emotional states”.

The use of machine learning for stress detection from
EEG signals involves extracting informative features
that encapsulate patterns related to stress responses.
These features serve as inputs to machine learning
models, enabling the classification of different stress
levels based on the recorded brain activity. Various
feature extraction methods have been explored to
capture distinct aspects of EEG signals associated with
stress [37].

Finding complex patterns that indicate stress reactions
in brain activity is the goal of using machine learning to
the detection of stress from EEG recordings. Machine
learning makes it easier to extract meaningful features
from EEG signals by utilizing sophisticated algorithms
and approaches. These characteristics are crucial for
identifying subtle fluctuations that correspond to varying
degrees of stress. These extracted characteristics serve
as the cornerstone for reliable prediction models since
they were painstakingly designed to capture a variety of
EEG patterns. Machine learning models learn from these
attributes repeatedly through symbiotic relationships,
honing their capacity to distinguish between different
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stress levels based on the fine details captured in the
recorded brain activity.

Many methods from the signal processing and machine
learning areas are used to enhance the feature extraction
process. Stress classification problems are a strong suit
for “Gradient Boosting, Random Forests, Decision
Trees, Support Vector Machines, and K-Nearest
Neighbors classifiers”, which are highly regarded
for their ability to handle high-dimensional data and
determine complex boundaries between classes. Deep
learning architectures like “Recurrent Neural Networks
(RNNs) and Convolutional Neural Networks (CNNs)”
work in tandem with SVMs to capture complex
temporal and spatial dependencies that underlie stress
responses by uncovering latent representations within
EEG signals through the use of hierarchical feature
learning.

Furthermore, the variety of EEG signals itself offers a
wealth of information on how the brain functions under
pressure. Raw EEG data provides unfiltered views into
neural activity throughout time, similar to a window
into the electrical impulses flowing through the brain.
These raw signals are cleaned and preprocessed, and
then feature extraction algorithms use them as a canvas
to create a picture of stress-related patterns. Carefully
extracted using methods such as the Fourier transform,
frequency-domain characteristics reveal the spectrum
makeup of EEG signals, revealing power shifts in the
alpha, beta, and theta bands, which indicate changes in
brain rhythmic patterns under stress.

Simultaneously, time-domain characteristics encode
temporal dynamics that describe brain activity under
stressors and distil statistical descriptors like mean
amplitude, variance, and skewness. Connectivity-
based characteristics further expand the feature space
by deciphering the complex network of functional
relationships between different brain areas, clarifying
the coordinated neuronal choreography that takes place
during stressful situations.

The integration of machine learning methodologies
with the diverse characteristics of EEG data enhances
our comprehension of stress physiology and creates
opportunities for inventive applications in many fields.
The integration of machine learning and EEG signals
has great potential to promote resilience and well-
Vol. 47

www.isteonline.in No. 3

July - September, 2024

Singh and Sharma

being in a society that is becoming more and more
demanding. Applications of this integration range from
individualized stress monitoring and mental health
therapies to improving workplace productivity and
human-computer interactions.

This work aims to accomplish, two main objectives
of this study: first, to use EEG signals to accurately
identify and classify stress levels; and second, to
improve stress detection effectiveness by combining
several machine learning algorithms. Using the wealth
of information included in EEG data, we want to create
reliable models that can identify subtle but unique
patterns that correspond to different stress levels.
We aim to maximize the predictive performance and
generalization capabilities of our stress detection system
by strategically applying deep learning architectures
like Convolutional Neural Networks (CNNs), ensemble
methods like Random Forests, and machine learning
algorithms like “Gradient Boosting, Random Forests,
Decision Trees, Support Vector Machines, and K-Nearest
Neighbours classifiers.” Ultimately, by achieving these
objectives, we aspire to contribute to the advancement
of stress monitoring technologies, fostering improved
well-being and resilience in individuals across diverse
contexts.

RELATED WORK

EEG signals were employed in a large number of
published researches to measure stress levels; each
study had pros and cons of its own. The research by
[29] presented a fresh approach. To calculate the level
of stress, locate the peaks on the graph using the theta
sub-band of the EEG data. The accuracy level attained
by this strategy was 88%. The research work published
in [20] developed a multi-domain hybrid feature pool
to detect emotional stress levels using the k-nearest
neighbour (kNN) method. The accuracy degree
observed by this framework was 73.38%.

A portable real-time stress detection system
utilizing many signals, including electromyography,
electrocardiography, galvanic skin reaction, and
electroencephalography, was presented in the work by
[27]. The experiment’s objective was to record each
subject’s bio-signals while also determining when they
were relaxed and tense. The accuracy measure for the
three stress levels (neutral, relax, and tension) was 86%
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with this technique. By classifying the data into stress
and non-stress situations, the authors in [28] proposed a
stress classification technique that uses brain oscillation
as the parameter under investigation. The accuracy
level attained by this method was 78.57%.

After analyzing the relevant research, we came to
the conclusion that different sets of classifier tools
such as “Gradient Boosting Algorithms, Random
Forests, Decision Trees, Support Vector Machines,
K-Nearest Neighbors”, were often applied separately.
Furthermore, several for the feature extraction stage,
time- or frequency-domain quantity approaches and
signal bands were used. We postulated that, in light
of these considerations, all EEG bands— theta, alpha,
beta, and gamma—might be taken into account for the
feature extraction process in the time-frequency domain
and could be categorized using popular classifiers like
“Gradient Boosting Algorithms, Random Forests,
Decision Trees, Support Vector Machines, K-Nearest
Neighbors”.

The time-frequency characteristics from the EEG
signals were transformed using Fast Fourier transform
in our suggested technique, and the classification
accuracy of the various classifiers with their optimal
parameters was compared.

METHODOLOGY

In this section, the framework designed for high
stress and low stress classification using EEG data is
meticulously crafted to leverage advanced machine
learning techniques for precise and reliable detection.
The framework begins with the collection of EEG
signals from participants under various conditions to
capture their neural activity. This raw EEG data is then
preprocessed to remove noise and artifacts.

Several machine learning algorithms are then applied
to classify the EEG-derived features into high stress
and low stress categories. Algorithms such as Gradient
Boosting, Random Forests, Decision Trees, Support
Vector Machines, and K-Nearest Neighbors are explored
due to their efficacy in handling high-dimensional data
and capturing complex patterns.

Framework

Fig.1 and Fig.2 provides a quick illustration of the
working technique. The collection of the EEG signal
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dataset is the first step in the suggested framework.
Still, the signals recorded were tainted by artifacts
or noise from the movement of the device wires and
blinking eyelids. As a result, gathering the filtered
signals and eliminating noise constituted the next stage.
The transmissions were then divided into five primary
bands. The Fast Fourier Transform (FFT) technique is
used to extract the features.

The EEG electrodes are placed on the scalp of the
subject. The electrodes are the part of the EEG head-
band (EPOCx), EEG signals are sensed by the electrodes
and send to the work station (Laptop/PC) which is
connected to the EEg head band via bluetooth module.
The EEG head-band is Bluetooth enabled and wirelessly
transmit data to the receiver end that work station. The
work station is connected with USB Bluetooth dongle
which synchronized with EEG head-band (EPOCx).
The received data processed with Emotiv Launcher
and further EEG data export into the excel format.
The whole setup is shown in the figure number 2. The
EPOCx is a 14 channel EEG head-band with wireless
connectivity via Bluetooth channel and the EPOCx is
from Emotiv. The Emotiv Launcher gives the output
according to electrode placement on the scalp of the
subject and further split into the sub-bands that is theta,
alpha, beta, gamma bands.
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Noise Removal

In the EEG signals recording, due to electrode’s
connection wear and tear during the recording procedure
or eye blinking, there may be some noise in the EEG
signal that overlaps with the relevant information. We
had to use certain filters to get clean signals and extract
valuable information from the EEG data for a more
thorough study. It was demonstrated that the filters,
which split the original signals and eliminate noise from
EEG readings. The resultant signals were separated into
information and approximation signal bands.

The integrity of data in the field of EEG signal processing
might be jeopardized by a number of interference
sources, which can include both intrinsic physiological
processes and external environmental influences.
The important information recorded in EEG signals
is frequently obscured by unwanted noise introduced
by the unavoidable eye blinking artifacts along with
electrode wear and tear during recording sessions.
Sophisticated filtering techniques are used to remove
undesired noise components from the EEG recordings
while maintaining the integrity of the underlying brain
activity, in order to lessen this issue. Researchers can
improve the signal-to-noise ratio and facilitate more
accurate analysis and interpretation of EEG data by
utilizing specialized filters, such as band pass filters to
separate frequency bands of interest and notch filters to
decrease power line interference.

Wavelet transformations, which provide a potent
framework for breaking down complicated signals
into their component frequency components, are a
popular method for denoising EEG data. Wavelet-based
filtering techniques improve the signal quality and
clarity by separating real brain oscillations from noise
artifacts by breaking down EEG signals into many
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scales and frequencies. Wavelet denoising techniques
provide cleaner EEG signals that are more suitable
for more accurate stress detection and categorization
by selectively removing noise components while
maintaining pertinent characteristics through a
thresholding and reconstruction procedure.

Moreover, the development of adaptive filtering
techniques has completely changed the field of EEG
signal processing by providing dynamic solutions
that can adjust to the constantly shifting properties of
noise sources and brain signals. Adaptive filters use
real-time feedback mechanisms to continually modify
their parameters in response to the changing signal
environment. Examples of these filters are adaptive
weighted averaging filters and adaptive noise cancelers.
Their versatility allows them to reduce noise artefacts
while maintaining the underlying EEG patterns, which
improves accuracy and resilience when it comes to
tasks involving the detection and categorization of
stress levels. The potential for using EEG signals as a
trustworthy biomarker for stress evaluation is increased
through the synergistic integration of modern filtering
approaches and machine learning algorithms, leading
to new opportunities in the fields of personalized
healthcare and well-being monitoring.

Features Extraction

Utilizing the feature extraction method from the
original EEG signals, significant data may be retrieved
in the form of a more compact lower dimension feature
vector. The retrieved attributes as well as the attributes
Vectors have been used as the input for the following
step as a collection of classifiers, expressing the stress
index of the physiological data. The characteristics
are extracted using the Fast Fourier Transform (FFT)
method. For EEG signals, the Fast Fourier Transform
(FFT) with hamming window is more appropriate.
A Hamming window and the Fast Fourier Transform
(FFT) are used to analyse EEG data in the frequency
domain. EEG signals are typically non-stationary and
contain both periodic and non-periodic components.
FFT with a Hamming window is appropriate for
analyzing EEG data as it lowers spectral leakage and
increases frequency resolution.

The EEG signal as  X(n) where n represents the discrete
time index. The length of the signal X(n) is N. The
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Hamming window function is denoted as (n), and the
windowed signal is denoted as X (n).

The Hamming window function m(n) is defined as:
o(n) = 0.54 - 0.46 Cos(=—)) (1)
The windowed signal X® (n) is obtained by multiplying
the EEG signal X (n) with the Hamming window
function m(n),

Xo (n) =X (n). o(n) 2)

The FFT of X® (n) yields the frequency-domain
representation of the EEG signal, denoted as X
(k),where k represents the discrete frequency index.

Xo (k) = FFT{Xo (n)} 3)

The frequency subbands Theta (0), Alpha (o), Beta
(B), and Gamma (y) bands were created from the EEG
data. The varied frequency subbands’ mental states are

briefly shown in Table No.1.

Table. 1
gb(} Frequency Low Stlress High SEress
Band Range (Hz) | Mental States | Mental States
Relaxation. Anxiety,
Theta 4_8 n_:lﬂd.itation__ d.istract_ibi]ity,
light sleep. racing
creativity thoughts
Relaxed Reduced alpha
wakefulness. power,
Alpha 8§-12 reflection, increased
stress vigilance,
reduction tension
; Increased beta
Active power,
Beta 12-25 alertness, heightened
fccu-;ted anxi ety
attention T
agitation
Higher May decrease
cognitive under high
Gamma 25-45 functions. stress.
perception, indicating
memory overload

Stress Level Detection and Classification

Support Vector Machines, or SVMs, are supervised
learning algorithms that are applied to tasks involving
classification. In a high-dimensional feature space, it
operates by determining the best hyperplane to divide
data points into various classes [39]. Due to SVM’s
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proficiency with high-dimensional data handling and
its capacity to identify intricate decision boundaries,
it has been extensively utilised in EEG-based stress
detection applications.

Random Forests: This ensemble learning method
creates predictions by combining many decision trees.
A portion of the data and features are used to train
each decision tree in the ensemble, and the average
of the predictions made by each tree yields the final
prediction [33]. Random forests can manage non-linear
correlations between stress levels and EEG parameters
and are resistant to over-fitting.

K-Nearest Neighbours (KNN): This straightforward
and easy-to-understand classification technique groups
data points according to the feature space feature
space nearest neighbor’s majority vote. Since KNN
maintains all training data points and the labels that go
with them, it doesn’t need to be trained. By comparing
the similarities between EEG feature vectors and
categorizing according to the labels of the closest
neighbors, KNN has been used to EEG-based stress
detection.

Decision Trees: In machine learning, decision trees
are utilized for problems including regression and
classification. The feature space is divided into areas, and
predictions are based on the average value or majority
class in each region. The optimal feature and split point
are iteratively chosen by the decision tree method to
either minimize impurity or maximize information
gain. After this procedure, a tree structure is produced,
with leaf nodes representing the anticipated result and
interior nodes representing decision points depending
on feature values. Decision trees may represent intricate
relationships in the data and are simple to understand
and visualize. When compared to other models, they
may not perform as well in terms of generalization and
are prone to over fitting.

Gradient Boosting Algorithms: These ensemble
learning techniques, which include XG Boost and Light
GBM, construct a sequence of weak learners in order
to enhance predicted performance. By iteratively fitting
new models to the residual errors of the prior models,
these techniques minimize a loss function. In EEG-based
stress detection tasks, gradient boosting algorithms
have demonstrated state-of-the-art performance.
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RESULT AND DISCUSSION

In terms of classification findings’ accuracy, sensitivity,
and specificity, the published results are presented and
contrasted in this section. The degree of categorization
accuracy attained in Table No.2, this structure is
displayed. The Gradient Boosting Algorithms classifier
had the greatest accuracy degree of 98.44%, while
Random Forests, Decision Trees, Support Vector
Machines, and K-Nearest Neighbors classifiers achieved
accuracy measures of 97.9%, 92.5%, 93.3% and 88.4%,
respectively. The accuracy, sensitivity, and specificity
determined by using following equations.

0p) — — TPTN 0
Accuracy(%) = Sirrarnarn < 100% @
ppa . TP
Sensitivity(%) = ——x 100 % 5)
sps = ™~
Specificity(%) = ———x 100 % ©)

Table 2: Classifier with Accuracy, Sensitivity and
Specificity

Classifier Accuracy Sensitivity | Specificity
Gradient
Boosting GB 95.44% 97.93% 98.96%
Algorithms
Random RF 97.9% 97.4% 98.4%
Forests
Decision
DT 92.5% 89.7% 95.1%
Trees
Support
Vector SVM 93.3% 89.6% 96.9%
Machines
K-Nearest
. KNN B8.4% 88.3% 91.6%
Neighbors

The table no. 3 shows the Precision, Recall, F1-Score
And Support of five classifiers: Gradient Boosting
Algorithms, Random Forest, Decision Tree, Support
Vector Machines, K-Nearest Neighbors. The figure
number 4 shows the confusion matrix of Gradient
Boosting, The figure number 5 shows the confusion
matrix of Random Forest, The figure number 6 shows
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the confusion matrix of Decision Tree, The figure
number 7 shows the confusion matrix of Support Vector
Machines, The figure number § shows the confusion
matrix of K-Nearest Neighbors.
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98.44%{97.9%
M Sensitivity (97.93% 97.4%
M Specificity (98.96% 98.4%

92.5%
89.7%
95.1%

M Accuracy

Fig. 3

Table 3: Classifier with Precision, Recall, F1-Score and
Support

Precision Recall ﬂ__ Support
score
0 0.98 0.99 0.98 193
GB
1 0.99 0.98 0.98 194
0 0.97 0.98 0.98 193
RF
1 0.98 0.97 0.98 194
0 091 0.95 093 203
DT
1 0.94 09 0.92 184
0 0.9 0.97 0.94 195
SVM
1 0.97 09 0.93 192
[} 0.86 0.92 0.89 190
ENN
1 091 0.85 0.88 197
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w CONCLUSION
avelet-
sﬂii?ﬁc In this paper work, framework is structured to detect
23] bandwidth the stress levels (High stress & Low Stress) using EEG
2019 KN ijmmﬁcl 32 73.38% signals and to observe the brain’s activity. The raw
analysistim data was recorded using EEG headset EPOCx, its 14
dm;’an channels headset. The recorded data labeled into two
) sets as high stress and low stress levels. The noise

2018 LDA CSP 31 75.6% signals removed using filtration process. The Fast
Fourier Transform (FFT) technique is used to extract

2[3?}3 SVM BSS 2 78%-80% the featqres. The stress level was also cla§siﬁed in this

study using a set of five classifiers: Gradient Boosting
Eﬂ; KNN | GA. PCA ) z;-gg::g Algorithms, Random Forest, Decision Tree, Support
D] ' Vector Machines, K-Nearest Neighbors. The accuracy
2017 SVM | LDA.KDA 1 65%-15% levels attained by these classifiers were 98.44%, 97.9%,

92.5%, 93.3% and 88.4%, respectively.
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ABSTRACT

The Internet of Things (10T) is a network of heterogeneous networks that includes a range of communication models,
from the prevalent and pervasive machine-to-machine communications to the present standard communication
models. Knowing the data source and whether it can be trusted becomes essential in such a constantly changing,
dynamic, and complex environment. This necessitates systems for collecting precise, safe, and correct data and
providing data provenance. The data is produced by a wide range of heterogeneous devices and communication
protocols in massive data formats. Making the data provided by the Internet of Things (IoT) interoperable is a
big challenge for loT application developers. There are currently no clear standards or recognized technologies to
address the semantic interoperability (SI) issue in loT and big data applications. Moreover, interoperability tools
are still defective because of the WWW?’s satisfactory standard absence. This research proposes a Secure Data
Provenance and Semantic Interoperability Model for Big Data to provide secure semantic interoperability for
10T objects in healthcare. A comparison of existing systems with the proposed system depicts that it covers both
security and successful intercommunication in the healthcare domain.

KEYWORDS : Data provenance, Semantic interoperability, big data, Internet of Things (loT), Healthcare domain

INTRODUCTION

he Internet of Things (IoT) idea describes a collection

of digitized, instantly identifiable objects connected
to the Internet and may exchange data without direct
physical contact. Smart surroundings are now possible
because to the IoT revolution’s unparalleled levels of
device.

Interconnection. [oT’s core components include context-
aware information processing using network resources
and smart connectivity to the current network [5]. Also,
the Internet of Things is an amalgamation of varied, smart
devices that have sensing abilities and are recognized
by the RFID (Radio Frequency Identifier) technology.
IoT converts real-time objects into smart objects that
can sense the environment and communicate with other
physical objects [1,6]. The acquisition of the Internet of
Things (IoT) in the healthcare domain transforms the
healthcare industry into smart and ambulant. Because
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smart objects like smart sensors, actuators, and smart
medical devices are interconnected to each other and
can sense the environment [7]. It enables the remote
monitoring of patients effective and vigilant. There are
many applications of IoT in the healthcare domain like
remote monitoring of patients, seamless communication
between patient and physician, and electronic health
record (EHR) of patients [8]. IoT increases the potential
growth of the medical and healthcare industry. IoT
devices produce a massive amount of data known as
big data. It involves a huge amount of data that may
be in structured, semi-structured, and unstructured
form and has the capability that is can be placed under
scrutiny for extracting useful information. Big Data
that is high in velocity, volume and verity needs various
interpretive methods and techniques and technologies
so that it could be transform into a valuable knowledge
of information for further evaluation and analysis [9].
For the selected case study, it contains the physician
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data, medicine data, patient and its disease symptoms
data also known as clinical data. So, to securely analyze
this clinical data is very important as it contain the
patient personal information as well the chronic disease
symptoms which requires a very quick action from
the physician so that any alert notification would be
sent towards the patients or to their caretakers [10].
Undoubtedly, IoT spread broadly in every field of
human life making it smart and convenient. Although,
10T in healthcare domain at its finest level, but still there
is a big scope for research in order to resolve issues
like data provenance and semantic interoperability [4,
11]. Data provenance is the metadata of any data or the
lineage of data. It provides the information about the
data that from where this data come, location of the data,
when it comes, time and date of data creation [12] etc.
In cloud computing data provenance is a critical issue
for big data in the process of analysis and storage. The
trustworthiness of data is assured only if the provenance
information is also in the knowledge [13]. In big data,
data provenance faces different challenges like it is
tough to control, access, and analyze the data, exchange
information and observation, queries and processes
yield delays in execution. Solve this critical issue in
the domain of healthcare is the need of time because
security and data trustworthiness is assured only if data
provenance information is in knowledge [11]. Semantic
interoperability is another issue in smart devices to
connect and communicate with other heterogeneous
IoT devices. Due to the semantic interoperability issue
information can’t be exchanged consistently. It is used
to achieve the exchange of information in an integrated
manner. Although, many worldwide standards are
supported by loT but still there is a need to overcome
this issue with the help of other technologies [14].
Semantic interoperability represents the capability
of various systems and applications to perceive the
different formats of data in one way. Interoperability
is the capability of various applications, systems, and
objects to control, access, transmit, assimilate, and use
the data in a very organized way under the boundaries
of different organizations, firms, and regions so
that data can be exchanged seamlessly which can
enhance the health conditions both of the individually
and globally [15]. This optimization is achieved by
linking and adding more information about the data
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in a controlled way. Data semantics is very important
because misunderstandings about the data results are
inappropriate or misrepresents the analyses. Semantic
interoperability and data standards are very close to each
other but standard is only about the simple agreement
for the definition and concepts of the exchanged data
between the systems and applications [4]. The rest of
the work is assembled as follows. Section II describes
the literature review about the Internet of Things (IoT),
big data, data provenance, and semantic interoperability.
Section III proposed a methodology to resolve the
issues of data provenance and semantic interoperability
of the big data in the healthcare environment Section IV
provided the evaluation and validation of the proposed
methodology by using evaluation and building tools.
Section V concludes the research work and suggests
future work to enhance and overcome the rest of the
issues.

Contributions

In this paper, we propose a secure Data Provenance
and Semantic Interoperability model for big data that is
produced by [oT devices. The main task of this proposed
model is to ensure the semantic Interoperability between
IoT devices in the healthcare domain. Provide Data
Provenance at the cloud layer is also the major task of
this proposed model. The primary contributions of this
Data Provenance based model are:

*  The intended methodology consists of a “Layered
system architecture” which has three main layers
namely loT Device Layer, Network Layer, and
Cloud Layer.

e Real-time information is generated by IoT devices
atloT devices layer and network layer is responsible
for transferring this data at cloud layer.

* At the cloud layer secure data, the provenance-
based model first ensures the data origin, changes
made in data, and from where, when, and how data
goes through.

* Data Provenance model also provide a User and
Cloud Service Provider (CSP) that ensures the
confidentiality and integrity of the user data came
through a private channel and attach a validation
tag and keep it in a provenance database.
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* This data is then put forward to the Semantic
Interoperability model which is responsible for
meaningful interactions between IoT devices
data by converting this raw and unstructured data
into meaningful data by using semantic operation
resources.

* A dataset of HER (Electronic Health Record) is
used for Testing and evaluation.

»  Testing of the data Provenance model is done on
the Anaconda Platform using Python Language.

»  To evaluate the model of semantic interoperability
prote’ge” tool is used in which ontologies are
built to make sense of the data and meaningful
interactions.

*  The practical implementation of this model is also
de- picted.

LITERATURE REVIEW
Internet of Things (IoT)

The Internet of Things (IoT) is an arrangement of
interconnected and correlated devices, digital and
mechanical machines keeping a particular identifier
and the ability to share the data over the cloud with the
intervention of human-to-human or human-to-machine
interaction, at any time and at any place. The Internet of
Things (IoT) has altered the existing world earlier and
changed the ways of living, working, and managing. It
progressively becomes an important part of daily life
and plays a vital role in daily activities. Nowadays
access of the internet is very easy and cost-effective and
almost in every home appliance there is a chip of Wi-
Fi capability such as smartphones wearable watches,
glasses, cars, thermostats, baby monitors, and even
clothing. Sensors are also specifically going to be very
common in daily lives [16,17].

Introduction to big-data

In the world of digital devices, data is produced on a
large scale and used for various purposes in different
fields after some analysis. Big Data is a successive
term that is used to define data that is massive in
volume, unstructured, structured, and semi structured
ant it cannot be tackle with the conventional tools and
technologies. Big data handled with the help of new
emerging technologies that are specially designed for
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large volume of data that have four “V” hallmarks like
volume, variety, velocity, and veracity [18,19]. In Big
data there are two main types of its internal data and
external data. Internal data refers to the data that came
from machine or from any devices or application like
IoT devices while external data refers to the data that
is came from social apps or media, emails or from any
transaction. To deal with huge volume of data scientist
always try to develop new tools and techniques so that
a useful information can be extracted from the data by
applying analysis method on the data [2].

Data provenance

Data Provenance is a technique that provides information
about the origin and location or creation process of
the data. Then this information is advantageous for
debugging data and transformations, analyzing, and
evaluating the different aspects of and reliance in data,
modeling credibility, and providing access to control
the data [20]. Data provenance is actually about the
meta-data that describe the history and processes
of the data. Systems that are provenance-aware can
answer when and by whom data was generated. What
are the parameters and datasets that were inputted? It
is impossible to answer the question of how data came
in this state. Without data provenance technique [21,
22]. It contains information about the input/output,
platform, time, and processes of the data. It helps
to inform how, where, and when data came in this
system [21, 23]. Provenance data enhance data quality
by providing authenticity, complete information, and
verified ownership. Authenticity can be achieved by
tracking the chain of processes and ownership of the
data, but it is very critical [21,22]. Also, it is a term that
specify a process of detecting and record-keeping the
source and destination of the data. Data provenance is
an intense problem in all domains of the data specially
the data that is generated from loT devices [23,24].

Semantic interoperability

Interoperability is the capacity of computer
programs, hardware, or other intelligent entities to
exchange information and use it efficiently [25,26].
Interoperability in healthcare, for instance, refers to the
ability of Electronic Health Records (EHRs) and other
healthcare data management systems to cooperatively
communicate and share information. Different medical
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applications, tools, environments, and service structures
can access, coordinate, exchange, and be used within
and beyond businesses, districts, zonal boundaries,
national borders, and international borders [27,28].
Semantic interoperability is the capability of computer
systems or com- communicable electronic devices such
as loT, to communicate with each other in the way that
data interchanges with unequivocal meanings [29,30].
Interoperability is the capability of systems to exchange
information and services with each other [31].
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Fig. 1. Layered system architecture [3]
METHODOLOGY

Design framework

To overcome the gap that is analyzed through the
literature review such as data provenance and semantic
interoperability are put in under consideration while
designing the framework. This suggested conceptual
framework aims to overcome and meet the all challenges
of data provenance and semantic inter- operability. The
intended methodology consists of a “Layered system
architecture” which has three main layers namely IoT
Device Layer, Network Layer, and Cloud Layer. The
data comes gradually from a layer and goes to the next
layer after facing analysis processes or strategies which
filter making data makes the data secure and ready to
use.

10T device layer

This IoT device layer consists of different IoT smart
devices such as controllers and sensors. Smart connected
Vol. 47
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objects are what enable the [oT environment [33]. These
smart [oT objects comprise of tablets or smartphones,
single-board computers, and microcontroller units
[34]. The real criteria for an IoT environment are
these connected smart devices. This perception layer
supported numerous sensing technologies such as
RFID, WSN, GPS, NFC, etc. Through these sensing
technologies and sensing objects, real-time information
is gathered.

Network layer

The network layer is liable to connect the IoT devices
with the cloud, servers, and other application devices
for the analysis of data. It is responsible for transmitting
and processing the data of the sensor. Data is transferred
through the network using wireless, RFID, and Wi-Fi
technologies. The sensor that is used in this system uses
Wi-Fi technology to transfer the data [35].

Cloud layer

The cloud layer is the final layer of this layered
architecture system. The two main services that are
provided by this system. are evaluated in this layer.
The first one is to provide the provenance of the IoT
data and the second is to make the data semantically
interoperable.
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Fig. 2. Data Provenance Model [36]
Data provenance model

Data provenance alludes to a record trail that accounts
for the origin of the data from a database, cloud or an
IoT smart object or device and explain that how, when
and from where it got to the current place. This data is
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used for the analysis of system security.
User & Cloud Service Provider (CSP)

In this model user or patient first connects its sensor to
the protected cloud to send the data securely. The user
sends the request to the cloud service provider to get the
registration key. The security policy of Cloud Service
Provider ensures the confidentiality and integrity of the
user data.

Private channel

This is a private channel-based data provenance model
which delivers temper-proof records of the data. Data
that is extracted from the smart IoT sensor that consist
of the heart disease symptoms publish to a private
channel. The data on the private channel is safe and no
one can see that data without having the user API key.
The user API key is generated when a user register on
the Cloud Service Provider.

Provenance database

Provenance data that is extracted by the CSP is then
stores to the provenance database [37]. All the metadata
that contain where, how, when, and by whom this data
came to the current position. All the information about
the patient like the patient is, time, location, day and
date stores in the provenance database.

Provenance auditor

Provenance Auditor retrieves the all data of provenance
from the private channel and validates the data by
matching the data that is in the provenance database.
If the data contents are same then Provenance Auditor
attaches a validation tag with the data in the provenance
database.

Fig. 3. Secure data and semantic

interoperability model [13]
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Semantic interoperability model

Semantic interoperability is the capability of data
or in- formation exchange with clear and significant
meanings31. It includes semantics in patient disease
symptoms data by aggregation of some additional
information. It comprises of three subsections like:

*  Semantic Operation Resources

* Intelligent Health Cloud services
* Big-Data Analytics

*  Semantic operation resources

Semantic operation resources the data that is produced
by the IoT devices is raw and unstructured and is
not capable of working together due to the absence
of ordinary semantics. The disease symptoms data
from sensors via gateway along with metadata (the
provenance of data) that came to the cloud is then put
forward to the semantic operation resource section to
make it semantically interoperable

Intelligent health cloud services

In the intelligent health cloud after the semantic
interoperability the disease symptoms data is classified
according to their disease name by using keywords.
This section then decides which patient has which kind
of disease symptoms. The classified dataset of disease
in several classes confer to the health care domain for
further analysis.

Big-data analytics

In the Big-Data analytics section data is in annotated
form and analyzed concerning inferring [9]. This
is the final processing unit of this whole system in
which semantic analytics is used to find out the hidden
patterns of information in the huge volume of data that
is extracted from the heterogeneous IoT devices and
datasets of the healthcare domain.

TESTING AND EVALUATION

To test this model of data provenance and semantics
interop- erability a data set of EHR (electronic health
record) is used that contains the symptoms of heart
disease. Testing of data provenance is carried out on the
Anaconda platform after using the functions of time,
date, and day to extract the lineage of the data. Python
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language is use for this purpose as it is object-oriented
language which is used in data science. To evaluate the
model of semantic interoperability prote’ge” tool is used
in which ontologies are built to make sense of the data
or to make a knowledge base of the data. To extract the
results of data provenance and semantic interoperability
SPARQL query language is used.
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Fig. 4. Heart disease representation based on id [39]
Evaluation of data provenance
Data collection and visualization

Data of heart disease patients is collected in this layer by
using different [oT devices that sense the symptoms of
cardiovascular- lar disease. In this layer health sensors
are used to sense the symptoms of disease and physical
condition and characteristics of the patient remotely.
The data that is taken for this research is of the database
or EHR of “University Hospital, Basel, Switzerland:
Matthias Pfisterer, M.D. [38]” that is updated a year
ago and uploaded their data in the Cleveland database
on a Kaggle data repository. The attributes are the id,
age, sex, cp, trestbps, chol, fbs, restecg, thalach, exang,
oldpeak, slope, ca, thal, target, Time, Date, and location
of the patient.

Data visualization is done through the “Tableau tool”
[39]. It is a very powerful and sprightly growing tool
used for visualizing the insights of the big data. It makes
the big data small which is visible and actionable. It
helps to understand the data in a very convenient way so
that one can easily understands that the attributes of the
patient with id1. The id of the patient is at the x-axis and
all other attributes are represented on the y-axis.

Data analysis

Data visualization explains and represents the attributes
of the data that are the names of the symptoms of heart
disease patients. Data analysis includes the visualization,
analysis and validation of data using a data science tool.
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This tool analyzed the data in a very efficient way and
highly restricted environment which allows us to keep
safe information and data from any data breach incident.
Tool that is used for data visualization, analysis and
validation is “Anaconda with Jupyter Notebook™” [40].
Anaconda is a free and open-source distribution of
python [41] and other programming languages. Python
is an OOP (object-oriented programming) [42] lan-

guage.

Fig. 5. Ontology Representation [46]
Evaluation of the semantic interoperability model

After the evaluation of the data provenance model
data is fetched into the Prote’ge” tool [43] where it
is converted into the RDF [44] data format for the
evaluation of the semantic interoperability model. RDF
data format is the machine-readable format of any
dataset and it can communicate with other datasets that
are in RDF format. Semantic interoperability is a model
that converts the any raw data into RDF/XML [45] data
to make the data machine readable. The first step is to
build the knowledge by extracting the main entities of
the dataset or information. In heart disease dataset the
main entities which are going to be the subclasses are
patient, symptoms, data provenance. The superclass is
the healthcare as it is the information about the health
of the heart patients. So, healthcare is the superclass,
and patient, symptoms, and data provenance are
the subclasses. The patient is the main subclass of
the healthcare superclass and the patient info, data
provenance, and symptoms are the child classes of the
patient subclass. It shows the classes, object properties,
data properties, and usage of annotations. After building
the class hierarchy and define the vocabulary for the data
ontology registry [46] interlink the defined relations
after using the mapping builder [47] and send the data
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to the semantic engine which visualizes the ontology
and defines the URI (Uniform resource identifier)

[46] which is used to identify each defined property of
the data. To visualize the ontology, “OWL” [43] plugin
is used. Semantic data engine is further use to save the
data in RDF/XML format acting as middleware so that it
can then easily communicate with any other data. Every
entity in the RDF format has its own URI which can be
defined automatically or manually it’s called tagging.

SPARQL query results

The RDF data store in the database in the form of triplet
(subject, predicate, and object). The subject represents
the classes and subclasses; the predicate shows the “has”
relationship between the subjects and the objects, objects
represent the data properties like age, id, symptoms,
time and location. Query [43] Subject represents the
patient class and its child class. It represents that any
patient has data provenance, personal information,
and symptoms of heart disease. Predicate defines the
“has relationship” between the subject and object. The
object gives the value of patient personal information,
data provenance, and values of symptoms. It tells all
the information in the RDF format which is the main
objective of this research.

RESULTS

To extract data provenance from a process-oriented
model is more expensive because it includes looking
through all process-oriented provenance records
where this data appears and choosing those that lead
to the data’s production as described in Table 1. In
our proposed model data provenance extracted from
data which is less expensive and more secure. Data
in Resource Description Framework (RDF) format
must be acquired to ensure semantic interoperability.
The process of applying ontologies to transform
unstructured sensor data into RDF has not received
enough consideration in the existing models. While in
proposed model defined ontologies are used to convert
raw electronic health record which contain Provenance
data is converted into RDF format.

CONCLUSIONS AND FUTURE WORK

This research enhances the security of healthcare data
after introducing and evaluating the data provenance
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model. It increases the quality and trustworthiness of
data which automatically makes the performance of the
healthcare sector better and reliable. After resolving
the issue of semantic interoperability processes and
data exchange go seamlessly without any ambiguity.
The quality and output of this proposed system can be
increased because it still requires new provocations
to be addressed and to continue working to overcome
those challenges. The security of data in the cloud is
assured by getting its metadata, but still there is a need
to overcome the security issues at the physical level
because information breaching is usually done at the
physical level. Next semantic interoperability resolves
the issue of communication between the systems, but still
there is a need to ensure syntax interoperability which
is called syntactic interoperability [48] in the healthcare
domain. Semantic analytics is also a considerable
perspective which also needs more research in order for
data clustering and data classification.
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ABSTRACT

Here, we present an approach for encrypting images using elliptic curve cryptography (ECC) and wavelet
transformation with different noises to analyze the Security and randomness of various images. Combining wavelet
processing with a variety of noise makes the method more resistant to other attacks, proving it can safely send
and keep critical images. Measures using various parameters like “correlation coefficient” (CC), “Means square
error” (MSE), “Peak signal-to-noise Noise Ratio” (PSNR), Entropy, “Normalized Pixel Change Rate” (NPCR),
and “Unified Perceptual Image Quality Index” (UPCI), “Structural similarity index” (SSI). The suggested method
is effective, as demonstrated in the simulation results and the security assessments. The new approach is much
more efficient, which bodes well for its prospective use in real-time image encryption. The research results of
the proposed encryption system demonstrate both the encryption effect and the ability to compress images. An
important step forward in image encryption, our suggested technique ensures strong Security and shows the
possibility for real-time applications.

KEYWORDS : MSE, PSNR, Correlation coefficient, Entropy, NPCR, UPCI, ECC, Wavelet transform.

INTRODUCTION

egarding recent developments, safety for images

as been among the most difficult. It is crucial
to prioritize the Security and verification of picture
transport across all networks. Advocating for secure
cryptosystems is the quickest approach to preventing
untrustworthy parties from obtaining sensitive
information. Researchers now widely use optical image
encryption for various purposes, including holography,
biometrics, communication, Aadhar cards, passports,
and related applications [1]. When protecting sensitive
data, encryption is among the most reliable options.
Numerous encoding approaches utilizing parallel
computing and fast-speed optical devices have been
discovered in prior studies. A non-official method is

DRPE, which turns a picture into unchangeable white
noise through encryption. Two random phase masks
(RPMs) are used in the input plane and the Fourier
plane, respectively [2]. Careless pruning, plain image
attacks, cipher text attacks, and known plane image
assaults are only a few of the many practical concerns
that symmetric keys are prone to due to their linear
nature. To circumvent these types of attacks, Qin and
Peng developed is unequal encryption technique in 2010
using the idea of “Nonlinear Phase truncated Fourier
transforms” (PTFTs) [3]. The asymmetric technique
uses multiple decryption and encryption keys with the
forte to prevent an attacker from recreating the original
input picture. Creating nonlinear encryption methods
has been an area of intense research and development.
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This approach, characterized by incremental expansion,
will lead to the internationalization of the IT industry
conflict [4].

The outcomes of evaluations of transformation
techniques in digital image processing significantly
impact the efficacy of various picture reduction and
enhancement methods. This inquiry compares various
transformation approaches using several indicators [5].
Metrics such as MSE, PSNR, CC, Entropy, NPCR, and
UPCI are essential for comprehending the pros and
cons of various approaches. This comparison study
will highlight the trade-offs between picture quality and
computer complexity. This can help us better understand
the optimum way for digital image transformation in
image processing.

Elliptic Curve Cryptography (ECC)

One kind of Pb key cryptography is ECC, which, as
under the arithmetic features of EC, is defined over finite
fields. ECC is an improved public key method that uses
the arithmetic features of EC defined across constrained
fields to minimize key size while maintaining protection
[6]. The following equation describes an elliptic curve
in the actual domain [7] [8]

y*=x’+ax+b

(M

Enter the values x and y in the equation and prove the
defined curve’s points (x,y). The curve has an individual
form typical of a curve and is symmetrical concerning
the x-axis. The ECC curve calculation can be expressed
over a finite field because the variables x, y, a, and b are
each integer [9]. ECC is a highly Secure Technique for
data encryption for many applications. In the process
of ECC creation, there are many algorithms and steps
to consider; this is why the quality of Security is good.

Discrete Wavelet Transformation (DWT)

The working module of DWT is a mathematical process
thatfindsdifferentfrequencies fordifferentsegmentations
of images. In the DWT, the wave is shifting frequency.
Image formation can be better localized in time, space,
and spectral domain using this method than Laplacian
or Gaussian [10]. It separates the signal into multiple
channels with their identities and orientations in space.
The data in the disassembly is related to the LL sub-
band, also called the approximation area [11]. The other
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sub-bands, such as HL (high low), indicate horizontal
features, LH indicates vertical components, and HH
indicates diagonal elements of images. Equation (1)
shows the mathematical expression of DWT [12].

WT.(i,j) < f(t), @ ;(t) = fR f(t)e;;(D)dt 2)

Here, f(t) is a square-integral function, (t) is a wavelet
basis function, i is related to the scaling factor, and j is
the translation variable.

The wavelet analyzes the bands and gets accurate
information from the high and low frequencies. Wavelet
decomposition follows the hierarchy rule, where
frequency is used for the sub-component shown in
Figure 1.

LL

HH

Fig. 1: To show the decomposing of the image In Different
bands (LL, LH, HL, and HH)

Structural Similarity Index (SSIM)

considers data loss due to structural changes to be
a quality loss. We compare the original and altered
image structures using low-order moments—variance,
correlation and mean. In this work, we incorporate
distribution shape parameters—the higher-order-
moment-based skewness and kurtosis—into the SSIM,
thus expanding its functionality. The SSI is found by
measuring image quality by the structure and brightness
of the picture [13]. It compares the differences between
nearby image areas, the similarity of pixel brightness
values, and the similarity of structural characteristics.
When quantifying local structures, we demonstrate
that SSIM benefits from the additional information
provided by skewness and kurtosis. To top it all off, we
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demonstrate that extra data enhances SSIM’s alignment
with human perception [14]. We test the new SSIM
on various skewed photos from a standard dataset and
compare the results to the SSIM index, the mean square
error, and our subjective evaluations [15].

(zl-lxlly+cl)(zcxy+czj
(p§+p§,+cl}{o§+c§+cz)

SSI =
A3)

Where p_ and p, are the specimen absolute of the
images x and y correspondingly ¢ _ and o, the
sample absolute deviations of x and y, and o . Is the
specimen association factor between x and y? When the
denominators approach zero, the constants C1 and C1
are used to steady the algorithm. These totals are tallied
on a smaller scale, or “local window.”

Entropy

We compute its Entropy to measure how vulnerable or
random the Cypher image is. It becomes increasingly
difficult for the attacker to restore the original image by
analyzing the degree of unpredictability.

In the Cypher image increases [16]. Here is the
mathematical equation that is used to determine the
entropy H [17] [18]:
H=2{_; pslog: ps @)
The optimal entropy value is 8, where Ps denotes
probability, as is well-known.

Correlation Coefficient (CC)

Conducts a cross-correlation study on the original,
encrypted, and decrypted images to assess the reliability
of the cryptosystem. The CC value reveals the degree to
which the cypher picture depends on the source image.
Estimates of the CC between two adjacent pixels in a
picture can take on values between zero and one [19].
Images are considered to be highly correlated and similar
if the CC estimation value is high. The CC between two
neighbouring pixel estimates of the encrypted picture is
expected to be less than the CC between two adjacent
pixel estimates of the original picture [20]. The purpose
of calculating the CC between the original and decoded
images is to analyze the decoded image’s characteristics,
and the following equation is used for this purpose [21]:
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¥ (ei—&)(fi—F)

CC=
J(E{il(ef—e)z)(z?ilf.-—f)z)

)

where € = %Zﬁv:l e; and f = %Z?Ll fi And & and f
Represent the mean values of e, and f, respectively.

Histogram

If you work with photographs often, you should
familiarise yourself with their histogram. You can see
if the exposure is proper, if the light is too harsh or soft,
and what adjustments might yield the best results in the
histogram [22]. An image’s histogram is a graphical
depiction of the distribution of pixels based on the
intensity levels. A cipher image of the uniform histogram
can be generated by a decent encryption technique for
any plain image [23]. An encrypted image’s histogram
resembles a normal distribution quite closely.

Mean Square Error (MSE)

In most cases, the mean squared difference (MSE)
between plain and cipher pictures is used for analysis
[24]. Higher encryption and more plain noise result
from increased MSE value. Let 11 denote the plain
picture and E1 denote the cipher image after encryption.
Equation for MSE provided by[25] [26]

MSE = =32 E(x, y) — F(x, )] ©
Which are our Q and R is the width and length of the
images, out of which E(x, y) is the input image and
F(x, y) recovered image in which x and y are rows and
columns of both the original and the recovered images
combined.

Peak Signal to Noise Ratio (PSNR)

This proportion between the two photos is estimated

in decibel form. The PSNR is always the opposite of
MSE. If we get the value of PSNR higher, we get a
better quality of the compressed or reconstructed image
[27]. One standard metric for evaluating cipher image
quality is the PSNR quantity. A lower PSNR and a
higher MSE are required for picture security. Here is
the mathematical representation of PSNR [28]:

PSNR=10log10(peakval?)/MSE (7



Peakval means a higher value of image data, which
means that in 8-bit data, the peakval is 255.

UACI and NPCR

The suggested encryption technique’s sensitivity to the
secret key and plain image can be assessed by two tests.
Specifically, the UACI and NPCR were combined. The
calculations were conducted to assess the resilience of
the proposed method against differential attacks. NPCR
is an acronym for the rate at which the number of pixels
changes, whereas UACI stands for the unified average
change intensity. These calculations are used to observe
small changes, but the cryptosystem is attack-resistant
if the result is a big change after encryption [29].
The relationship between the original and encrypted
image is built using the NPCR parameter. The UACI
parameter determines the mean density of two photos,
I(k,f) and C(k,f). The formulas for the computation of
these parameters are given in the equation below. For
calculating the NPCR value, we need to determine the
value of D(k,f). If the pixel estimations of two images
are unique, at that point D(k,f) is 1, else it is 0. MxN
represents the pixel of the image [30].

NPCR(I.C)—iz"‘;z i"ﬂ
i,if Ik f) # C(k,f)}
0,if I(k,f) = C(kf)

[1(kf)—-Ck D)
MxNx255

x 100%I (k, f) ®

D(k,f)={

UACI(LC)=Y ¢ x 100%

METHODOLOGY

This program encrypts and denoises images using
ECC and the WT. A grayscale image is broken down
into frequency bands, noise is added, the bands are
encrypted and decrypted, and median filtering is used
for denoising. Reconstructing the picture is the final
phase, and it improves both Security and image quality.

The Proposed Scheme

To encrypt and denoise images, use ECC together with a
wavelet transform to show by the different steps shown
below:

Steps

i) Decomposition on the grayscale image and
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obtaining LL, LH, HL, and HH (L1, L2, L3, and
L4) bands as shown in Figure 1.

ii) Add different noises to the L1, L2, L3, and L4
frequency bands.

Then pick a randomly elliptic curve.

Create an undetermined private key and find the
associated public key.

v) The ECC algorithm encrypts the noisy L1, L2, L3,
and L4 bands.

The ECC algorithm generated the decrypted L1,
L2, L3, and L4 bands.

vi)

vii) The median filtering denoising of the deciphered
L1, L2, L3, and L4 bands.

viii)Instead of using the primary L1, L2, L3, and L4
bands, use the filtered versions.

ix) Rebuild the image by applying the filtered bands to
an inverted 2D-DWT.

RESULTS AND DISCUSSION

The output for this undertaking can be evaluated in
different ways. It also gives out the parameters and
criteria to measure quality, and finally, it shows how
long it takes to execute various algorithms.

MSE is a gauge used to examine an estimator’s
accuracy. Essentially, anything more significant than
zero for the MSE is acceptable, as high values indicate
poor image quality. However, a higher value of MSE
is more secure for an image in terms of Security when
checking encrypted image quality. As shown in Table 2,
the MSE value is too high.

PSNR To achieve greater image security, lower PSNR
figures are needed for encrypted images using the
present algorithm.

Entropy Analysis The first Table presents entropy
values computed by applying the suggested algorithm
on original and ciphered pictures. Entropy values
calculated within Leena and Cameraman are shown.
Towards optimal value approximately, the Cipher picture
behaves as mentioned above. Thus, these ciphers depict
great randomness, enhancing the proposed method’s
potential and sustainability.



Image Security Analysis by MSE, PSNR, CC, NPCR, UACI

Correlation coefficient: To calculate the cross-
correlation (CC) of neighboring pixels in the initial and
encoded pictures, ten thousand adjacent pixel sets were
randomly selected along three directions: horizontally,
vertically, and diagonally. Figures 2 &3 Depict a scatter
plot of the correlation distribution of encrypted images,
while Table 1 shows computed numerical values of
neighboring pixels on all three sides.

Table 1: In horizontal, vertical, and diagonal directions,
tables give correlation coefficient values between input
data and encrypted data, among them photography
mentioned by Cameraman and Leena.

ECC Cameraman Leena
Algorithm
Input Encrypted Input Encrypted
Horizontal 0.9128 0.2071 0.9377 0.1625
Vertical 0.9248 0.2150 0.9417 0.2225
Diagonal 0.9028 0.2018 0.9127 0.1410

As shown in the Table 1, CC values for the encrypted
photos are much less than those related to the original
images. These original figures almost match one another
precisely after decoding has been done.

®) (©) U]

Fig. 2: To show the correlation coefficient (CC) of
cameraman image analysis, (a) input image and (b-d)
Statistical analysis of the distribution of encrypted photos
of the Cameraman, with a focus on identifying CC in
horizontal, vertical, and diagonal, respectively.
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(k) () (L]

Fig. 3: To show the correlation coefficient (CC) of Leena
image analysis, (a) input image and (b-d) Statistical
analysis of the distribution of encrypted photos of Leena,
with a focus on identifying CC in horizontal, vertical, and
diagonal, respectively.

Histogram Analysis: This is the complete distribution of
a digital image in a graphical manner. A histogram can be
used to present pixel frequency versus tone value. One
recommended method is histogram analysis, which aims
to demonstrate that the histograms of encrypted images
look alike, making it difficult for unauthorized people to
determine the original data by examining the histograms.
Figure 4 shows the histograms of Cameraman and
Leena’s unaltered and encrypted photographs. Initial
picture histograms exhibit significant differences;
however, it becomes extremely challenging to identify
which encrypted image histogram corresponds to each
original photo when photos are encrypted. The proposed
method effectively protects against Ciphertext-Only
attacks. Figure 4 shows the histograms of plaintext
and ciphertext from several pictures during encryption/
decryption processes.

From this (see Fig. 4), one can see different ranges and
intensities in pixels’ distributions among an image’s
initial picture histograms of random values varying from
zero to 255 everywhere. In doing so, the output pixel
values for such images are spread between 0 and 255
following the application of the encryption algorithm
described in this research paper. Additionally, there
is a statistical similarity concerning their occurrence
probability for each possible value within this range,



implying the most likely maximum entropy condition
for these numbers.
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UACI 40.27 45.35
Completion Time 0.2024 0.2137
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Fig. 4. Input and Encrypted cameraman and Leena
images histogram analysis: (a) Input Cameraman image
(b) Input histogram of Cameraman (c) Encrypted image
of Cameraman (d) Encrypted histogram of Cameraman
(e) Input Leena image (f) Input histogram of Leena (g)
Encrypted image of Leena (h) Encrypted histogram of
Leena

NPCR and UACI These two parameters, NPCR and
UACI, can be optimally tuned for optimal performance,
and they are presented in Table 2. The proposed
framework has estimations of NPCR and UACI as
0.99221 and 40.27%, respectively, which are close
to perfectly indicating that it is perfect. It, therefore,
remains an excellent option for our needs and proves
robustness against differential attacks—Table 2
Comparative values of the NPCR and UACI among
different schemes with the proposed.

Completion Time Table 2 can better illustrate how long
the algorithm takes to execute its tasks.

Table 2. Performance parameters for the proposed
encrypted system

Parameters For Cameraman For Lenna
Image Image
MSE 1.7253e+04 1.6799¢+04
PSNR 5.6938 4.8677
Entropy Original 7.0097 7.4170
Image
Entropy 1.2216 1.2133
Encrypted Image
NPCR 0.99721 0.99811
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Here, we show simulation results and analyze the
proposed algorithm using a 256x256 Cameraman and
Leena images in MATLAB 2018. This evaluation aims
to assess our algorithms’ efficiency when dealing with
noise types like “salt and pepper, Gaussian, and speckle,
specifically utilizing median filters. First, we set up
the simulation with various parameters. We calculate
various image quality metrics, such as MSE, PSNR,
and SSI, in Tables 1 and 2. This table gives you a high-
level summary of the results for our algorithm under
various scenarios and parameter values.

CONCLUSION

In summary, this measurement method employs
MATLAB 2018, which has been used to encrypt,
decrypt, and enhance the noise-free/noisy 256x256
Cameraman and Leena images. In order to make them
more secure against different attacks, we start by
developing a new technique for image encryption that
involves merging elliptic curve cryptography (ECC)
with wavelet algorithms and various types of noises.
Our method is effective and robust, using metrics such
as SSI, unified average changing intensity, normalized
pixel change rate, Entropy, CC, PSNR, and MSE.
The security evaluations and simulation results have
confirmed its effectiveness, proving it’s resilient to
differential attacks while maintaining image quality
and using suitable encryption strength. Experimental
validation has also shown how compression techniques
can be efficiently employed without losing secure data
when applied in real time, hence causing no harm to
systems at risk. Lastly, our photo-encryption algorithm
represents a significant leap since it provides maximum
protection without compromising picture quality. This
may be useful when there is a need for secure image
transfer or storage in real-life settings.
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ABSTRACT

In today’s digital era data generated are in large volumes. At the same time having the data doesn’t ensure any
success until and unless it is used effectively. So, having valid data and manipulating and presenting these data
effectively is the key to success for any organization or researcher. Data Science is the science of analyzing raw
data with the techniques of statistics and machine learning to conclude the information. It is all about dealing with
data and Data Visualization is an important subset of it. Data Visualization is a technique to communicate and
present information in an interactive and effective visual manner. It provides an excellent way for the researcher
to present their data without confusion in various perspectives. There are various Visualization tools available in
the market to present the data. Some are proprietors and some are free. In this paper, I have used Looker Studio
as a data visualization tool for presenting data (research, marketing, admission, budget, etc) in an effective and
meaningful manner. Using these tools researcher can analyze and present their work in a more effective and

meaningful way.

KEYWORDS : Data science, Data analysis, Data visualization, Chart, Graph, Studio, CSV

INTRODUCTION

In the world of Big Data and Al data visualization tools
and technologies are essential to analyze massive
amounts of information and make data-driven decisions.
Various studies have revealed that language is decoded
on a linear level, while pictures or graphs are interpreted
on a simultaneous level. This means that pictures or
graphs can be interpreted immediately, while language
requires more time to analyze. If the user can create
an insightful presentation of the data on hand with the
same sets of facts and figures, then the results promise
to be impressive. To impress the higher management
and top leaders of a firm, effective presentation of data
is needed. An effective presentation would allow the
organization to determine the differences with the fellow
organization and acknowledge its flaws. Comparison
of data would assist them in decision-making [5].
Researchers and Developers of business intelligence and
data analytics applications are using data visualization
Vol. 47
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tools increasingly to handle huge volumes of data.
Today, businesses are being bombarded with various
kinds of data, and hence, there is a need to present
this data in such a way that it is converted into smart
business decisions. Examples of Data Visualization
include University course-wise application status, Sales
analysis, cricket records analysis, and many more.

LITERATURE REVIEW

However, it is a very challenging task to create the most
effective data visualization without knowing the actual
needs of the business with various tools available in the
market like Google’s Data Studio, Tableau, PowerBI
etc. [1, 2]. Looker Studio [4] is a web-based data
visualization and reporting tool from Google. It lets
users connect to various data sources (Google Analytics,
Google AdWords, Google Sheets, DoubleClick etc.)
and create interactive visualizations and dashboards
[2,3]. Real-time data update makes it easy to iterate
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upon in the Data Studio dashboard, and it makes it easy
to share these dashboards with any stakeholders of the
organization. Users can create an unlimited number of
dashboards and share them with other users.

PROBLEM STATEMENT

Today the data generated from experiments are large,
structured, and unstructured, which introduces a unique
set of challenges like quickly identifying data trends,
quick decision-making based on unmanaged data,
and making sense of complicated data without insight
into vast amounts of data. Real-time data analysis and
visualization can enable organizations to proactively
respond to such issues and challenges very effectively.

ENVIRONMENTAL SET UP

Real-world data are generally messy, raw, incomplete,
inconsistent, and unusable. It may have manual entry
errors, missing values, inconsistent schema etc. So, data
preprocessing needs to be carry out to convert raw data
into a format that is understandable and usable. It is an

Vinod L Desai

inevitable step in any project to carry out an efficient
and accurate analysis. So, before you start to work on
any analysis-related project make sure that your data
is valid and accurate. In this implementation, I have
used Looker Data Studio tool to visualize the data. It
is most importantly free, very easy to use, works well
with Google Architecture, and is easy to share with
anyone who has a Google Account. I have also created
a salesData sheet of few sales records of various
salesmen with various fields like OrderDate, Region,
State, SalesMan, Item, Units Sold, Unit price (in
Rupees) and Sale amt as shown in figure 1. User can
load more number of records for better understanding
and visualization.

To work with Looker Studio user need to have a Google
account. After signing in to the Gmail account move the
Google Sheets and click on the blank sheet (+) icon to
create the untitled new sheet. Now, import the salesData
sheet and upload it in an untitled new sheet. In the top
left-most corners update the title of the spreadsheet as
salesData or as per your requirements.

OrderDate |Region |State SalesMan  |Item Units_Sold| Unit_price | Sale_amt
4/18/22|North Delhi Krimesh  |Television 74 1,198.00 88,652.00
5/5/23|South Madya Pradesh |Kalp Television 92 1,198.00 110,216.00
5/22/20|East Assam Tejal Television 33 1,198.00 41,530.00
6/8/21|West Delhi Mukesh Home Theater 60 500.00 30,000.00
6/25/22|East Madya Pradesh |Ripa Television 91 1,198.00 109,018.00
7/12/21|East Delhi Aneri Home Theater 38 500.00 19,000.00
7/29/20|South Assam Karen Home Theater 88 500.00 44,000.00
8/15/22|West Delhi Mukesh Television 39 1,198.00 46,722.00
9/1/21|50uth Assam Himanshu |Desk 5 125.00 625.00
9/18/22|East Delhi Mukesh Video Games 20 58.50 1,170.00
10/5/20|East Madya Pradesh |Ripa Home Theater 29 500.00 14,500.00
10/22/21|south Gujarat Mukesh cell Phone 68 225.00 15,300.00
11/8/22 |North Assam Karen Cell Phone 19 225.00 4,275.00
11/25/20|Central  |Madya Pradesh |Dimpal Video Games 92 58.50 5,382.00
12/12/21|East Assam Himanshu |Television 66 1,198.00 79,068.00
12/29/22 | West Assam Karen Video Games 75 58.50 4,387.50
1/15/23 |East Maharashtra Ketan Home Theater 50 500.00 25,000.00
2/1/23 |North Assam Himanshu |Home Theater 83 500.00 41,500.00
2/18/23|East Gujarat Het Home Theater 8 500.00 4,000.00
3/7/23 |East Maharashtra Manish Home Theater 10 500.00 5,000.00
3/24/22|central |Madya Pradesh |Ved Video Games 51 58.50 2,983.50
4/10/21|Central Gujarat Het Television 64 1,198.00 76,672.00
4/27f20|North Gujarat Aneri Cell Phane 93 225.00 20,925.00
5/14f22|Central Maharashtra Kalp Television 52 1,198.00 652,296.00
5/31/21|South Maharashtra Ketan Home Theater 78 500.00 39,000.00
6/17/22 |North Madya Pradesh |Dimpal Desk 7 125.00 875.00
7/4/20|East Gujarat Mukesh  |video Games 63 5850 3,68550

Fig. 1. Sales Data
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RESULTS AND DISCUSSION

After connecting sales data with Looker Studio,
first, move to the Create option on the Top leftmost,
and select the Data Source as shown in figure 2.
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Fig. 2. Connecting data

It will open a new window with different connectors
developed by Google and Connectors built and
supported by Looker Studio partners. From the different
connectors our data source is in Google Sheets so we will
select Google Sheets. From the available spreadsheet
select the one which you want for your visualization.
Here I have selected SalesData sheet as shown in figure
3. Once the sheet is selected click on connect button.

Fig. 3. Connecting sales data

After connecting, as shown in figure 4 at the top left-
most side it shows the title — SaleData. It shows various
information including Data Credentials, Data Freshness,
Community Visualization access, etc. Data Freshness is
very important if your worksheet is frequently updated
or it is collecting data from online source like Google
Forms etc. In such cases, it becomes very important
for us to set the time interval to synchronize all those
changes in the worksheet. Data freshness allows us
this functionality by setting the time interval to every
12 hours, every 4 hours, every 1 hour, and every 15
minutes. The time interval of 15 minutes is the default
which means that every 15 minutes studio will sync
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with the connected Google sheet to reflect the changes
that took place.
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Fig. 4. Connected Worksheet

By default, it keeps the first row of the worksheet as
the header field. Figure 4 contains all the fields of our
worksheet and the studio automatically maps it with
specific data types. The default aggregation function is
the sum but we can change it by clicking on the down
arrow in that field. All the fields of the worksheet are
shown under Dimensions while one extra field Record
Count is added by studio under the Metrics. Generally,
the Dimensions indicate string fields and Metrics
indicate numeric fields. The record Count field will
display the total records of the worksheet. To generate
the default report in the Table format click on the
Create Report button as shown in Figure 4. The report
has Menubar and Toolbar for visualizing our data in
various forms. At the right side of the report, there is a
properties pane with a Set-up and Style pane.
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Fig 5. Working with Dimension

Sometimes it happens that for certain fields, some of
the data is not available in the worksheet. It’s known
as missing data. So, with missing data, it becomes very
difficult to present data in an appropriate way. To deal
with missing data looker studio have a property of
Missing data in the Style pane where you can set the
value for missing data as “no data”, “07,”-“, “null”,
“(blank)”. The set-up pane contains two important



components i.e. Dimensions and Metrics along with
other properties. Dimensions will be a text or date field
i.e. based on that we can segregate the data. So, in the
figure 5; item is our dimension showing total records in
a particular item.

The title of the report is set with the Textfield control.
The report shows total number of records segregated
by items. We can change the dimensions and get the
updated report. We can have more than one dimension.
It can be added by clicking on the plus (+) sign below
the Dimension field as shown in figure 5. Now, we
will change the Metrics to add meaning to our report
corresponding to particular Dimensions. Let’s, change
the Metrics parameter from Record Count to Units
Sold. It now reflects the item-wise total units sold in a
particular region as shown in figure 6.
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Fig. 6. Working with Dimension and Metrics

We can have more than one metric similar to dimensions
to generate customized report. It can be added by
clicking on the plus (+) sign below the Metrics field. If
you want a grand total at the bottom of the report then
just check the show summary row property in a set-up
pane. There is Scorecard functionality to simply hold an
information. It shows a single value in a number format.
It is a drag and drop functionality as shown in figure 7.

Scorecard display’s total sales amount as Metrics set is
Sale amt. You can place more than one Scorecard on
the report to display various statistics. We have already
discussed about table as a default report template. Now,
lets have a look at other important features to represent
data in a more meaningful manner. Now, move to the
Add a Chart toolbar on the report UI. Time series charts
show the chart based on the time, for that there should
be a date filed in the data. We can generate a bar or
column chart also. It is generally used in frequency
distribution. Let’s select the column chart and place it
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on the studio to view the state-wise unit sold as shown
in figure §.
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Fig. 7. Scorecard showing total Sales Amount
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Fig. 8. Column chart showing state-wise units sold

As you can visualize in the figure 8; state is set as a
dimension and units_sold as the metrics field to
generate the column chart. Now, suppose you want to
visualize the total units_sold in a region wise then there
is a functionality named Breakdown Dimension under
the Dimension filed in Set-up pane as shown in figure 9.
You can select the appropriate dimension based on your
data to display. Here, region is selected.

gyt RN T |

Fig. 9. Column chart showing units sold in state to region
wise

As soon as you select the breakdown dimension your
graph will change accordingly. You can convert the
column chart in to a bar chart by simply changing its
style from column to bar. In figure 10 horizontal is
selected to convert the column chart to bar chart. It can
be reversed to column chart by just clicking on vertical
option on the left of horizontal option.
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Fig. 10. Bar chart showing units sold in state to region
wise

User can change various other properties in style pane
to make report more readable and meaningful. User can
also display data label on the bar by selecting the Show
data labels option.

Pie chart can also be generated from the data. It
represents a part of the whole records. Pie chart always
have only one dimension. Figure 11 shows the Pie chart
with region-wise units sold.
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Fig. 11. Pie chart showing region-wise units sold

So, by looking at this chart you can easily analyze the
region-wise sales. Same way organization can analyze
item wise sales and design the strategy accordingly. It
is always advisable to have fewer slices in pie chart
to keep it more meaningful and readable. If number
of slices are more, you can fix it in the style pane, set
the label, color etc. You can convert the pie chart in a
Doughnut chart by dragging the dot from left to right. It
will create a hole in the center of pie chart.

At last, once the report is ready to display then you
can preview it by clicking on the View button in the
Right top corner as shown in figure 12. You can share
the report or chart through the share feature as shown
in figure 12. A pop-up presents several sharing options.
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Fig. 12. Viewing and Sharing the Report

You can also fix the records to be displayed per page
by setting its value in the Rows per page property and
also setting the sorting property in the set-up pane. The
report can be made more attractive by changing various
properties like table header, color, footer, pagination,
missing data, background, and borders, etc. in the style
pane.

CONCLUSION

Looker Studio as a data visualization tool communicates
complex data with clarity, accurately, and efficiently
with appealing visual charts, graphs, and tables. More
importantly, it lets various stakeholders like teachers,
researchers present their work in a more effective
and meaningful way. Without data visualization,
organizations would have to spend lots of their time
customizing reports and modifying dashboards,
replying to ad hoc requests, etc. Data visualization
tools significantly cut down an employee’s time by
optimizing and instantly retrieving data via tailor-made
reports. Today, there is no industry or area left which
are not using data visualization tools for their future
strategy. Academicians and researchers are also using it
widely to make their presentation more insightful.
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ABSTRACT

Kidney cancer, a formidable oncological challenge, poses significant hurdles in early detection and accurate
diagnosis owing to its diverse morphological manifestations and subtle radiographic characteristics. In the past
decade, the convergence of deep learning and medical imaging has opened the door to novel approaches to
addressing these difficulties. This study focuses at how You Only examine Once version 8 (YOLOVS), a cutting-
edge convolutional neural network (CNN), can be used to detect and segment kidney cancer. Drawing upon a
comprehensive dataset comprising renal tumor images, our research endeavors to elucidate the efficacy of YOLOVS
in precisely delineating tumor boundaries and discerning subtle anomalies indicative of renal malignancy. Through
meticulous experimentation and validation, we assess the performance of YOLOv8-powered segmentation in
comparison to traditional methodologies, quantifying metrics such as accuracy, sensitivity, specificity, and dice
similarity coefficient.

Furthermore, our study explores the clinical implications of YOLOvS8-based segmentation in the context of kidney
cancer diagnosis and patient care. We discuss the potential of automated segmentation techniques to augment
diagnostic accuracy, expedite treatment planning, and ultimately, improve clinical outcomes. Additionally, we
address challenges and limitations encountered during implementation and offer insights into potential avenues for
future research and development. By bridging the gap between cutting-edge deep learning algorithms and clinical
practice, this research contributes to the evolving landscape of oncological diagnostics. Our findings underscore
the transformative potential of YOLOvS8-powered segmentation in revolutionizing kidney cancer detection, paving
the way for enhanced precision medicine strategies and improved patient care pathways.

KEYWORDS : YOLOVS, Segmentation, Kidney cancer, Deep Learning, Medical imaging.
INTRODUCTION

subtle radiographic features [2]. Existing techniques for
segmentation frequently fail to capture the intricacies
of renal lesions, requiring creative ways to increase
diagnosis accuracy and expedite medical procedures.

idney cancer is one of the top ten most frequent
diseases worldwide, with an anticipated 73,750

new cases identified in the US alone in 2020. [1]. Despite
advancements in medical imaging, accurately detecting
and segmenting renal tumors remains a challenge due
to their diverse morphological characteristics and
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[3].

Deep learning-based segmentation methods have
become attractive tools for automated tumor detection
and delineation in medical imaging in recent years. [4].
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Notably, the You Only Look Once version 8 (YOLOVS)
model, a state-of-the-art convolutional neural
network (CNN), has gained prominence for its robust
performance in object detection tasks [5]. Researchers
have explored the application of YOLOvVS in kidney
cancer segmentation, aiming to enhance accuracy and
efficiency in diagnosis [6].

This paper investigates the intersection of deep learning
and oncology, focusing on YOLOVS’s application for
kidney cancer identification and segmentation. By
use of thorough examination and validation, we focus
to elucidate YOLOvVS’s efficacy in identifying subtle
anomalies indicative of renal malignancy [7]. By
leveraging advanced computational techniques and
medical imaging, our goal is to redefine kidney cancer
diagnosis, potentially leading to improved patient
outcomes and informed clinical decisions [8].

As we embark on this endeavour, guided by scientific
inquiry and innovation, we recognize YOLOVS’s
transformative potential in revolutionizing oncological
practice [9]. By bridging technological advancements
with clinical utility, we strive to equip healthcare
professionals with tools that transcend conventional
diagnostic methodologies, ultimately benefiting patients
worldwide [10].

LITERATURE SURVEY

Renal cell carcinoma (RCC), another name for kidney
cancer, is a major global cause of cancer-related
morbidity and death. [11]. Advanced detection and
accurate segmentation of renal tumours are necessary
for better patient outcomes and efficient treatment
planning. Traditional segmentation methods, such as
manual delineation and threshold-based techniques,
often suffer from subjectivity and limited accuracy
[12]. In order to overcome these obstacles, scientists
have resorted to sophisticated computational methods,
especially those based on deep learning, to increase
the precision and effectiveness of kidney cancer
segmentation and detection.

Deep convolutional neural networks (CNNs) have
shown remarkable success in various medical imaging
tasks, including tumor detection and segmentation [13].
Of them, the You Only Look Once (YOLO) model has
drawn interest due to its ability to recognize objects in
real time.
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[14]. YOLOVS, an evolution of the YOLO architecture,

incorporates improvements in speed and accuracy,
making it a compelling choice for medical image
analysis tasks, including kidney cancer segmentation.

Several studies have explored the application of deep
learning techniques, including YOLO-based models,
for kidney cancer detection and segmentation. For
instance, Jin et al. demonstrated the effectiveness of a
deep CNN in accurately segmenting renal tumors on
CT images, achieving high dice similarity coefficients
compared to traditional methods [15]. Similarly, with
a combination of convolutional and deconvolutional
layers, Li et al. developed a framework for deep
learning for automated kidney tumor segmentation that
produced encouraging results in terms of computational
efficiency and segmentation accuracy [16].

In addition to CNN-based approaches, transfer learning
techniques have been employed to improve model
performance with limited training data. Razavian
et al. applied transfer learning from natural images
to medical image analysis tasks and demonstrated
improved performance in kidney tumor segmentation
[17]. Transfer learning has also been leveraged to adapt
pre-trained CNN models, such as ResNet and VGG,
for kidney cancer detection and segmentation with
encouraging results [18].

Furthermore, the integration of multimodal imaging
data, such as combining CT and MRI scans, has shown
promise in enhancing the accuracy of kidney cancer
segmentation. Hu et al. proposed a multi-instance deep
learning framework for joint segmentation of renal
tumors from both CT and MRI images, achieving
superior performance compared to single-modality
approaches [19].

Despite the progress in deep learning-based
segmentation methods, challenges remain, including the
need for large annotated datasets, model interpretability,
and generalizability across different imaging modalities
and patient populations. Addressing these challenges
requires collaborative efforts from the research
community to develop robust and clinically applicable
segmentation algorithms for kidney cancer diagnosis

and treatment planning.
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In summary, the literature survey highlights the
growing interest in leveraging deep learning techniques,
particularly YOLO-based models, for kidney cancer
detection and segmentation. Even though there has
been a lot of progress, further study is necessary to
solve current problems and successfully integrate these
developments into clinical practice.

METHODOLOGY

Theapproach forapplying YOLOvS8-based segmentation
for kidney cancer diagnosis in this study starts with
gathering a variety of datasets of images of renal tumors
from different medical imaging modalities, including
magnetic resonance imaging (MRI) and computed
tomography (CT).. This dataset is curated to include
annotated images with ground truth segmentation
masks, essential for training the segmentation model
accurately. Preprocessing steps are then applied to
standardize image resolution, normalize intensity, and
remove any artifacts or noise that may interfere with
segmentation accuracy.

Fig. 1: Yolo Model for Kidney Disease Detection

Next, the YOLOVS architecture is chosen as the base
model for kidney cancer segmentation due to its real-
time object detection capabilities and high accuracy.
The YOLOvVS model is initialized with pre-trained
weights on a large-scale dataset, such as the COCO
dataset, to leverage transfer learning and expedite
convergence The gathered kidney tumor dataset and
annotated photos are used to fine-tune the pre-trained
YOLOvV8 model. A variety of augmentation strategies
are used to improve model generalization and increase
the diversity of training data, such as rotation, scaling,
and flipping.

For optimization, A suitable loss function is determined,
which is usually a blend of classification loss (binary
cross-entropy) and localization loss (smooth L1 loss, for
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example). To minimize the loss function and iteratively
update the model parameters, stochastic gradient descent
(SGD) or adaptive optimization techniques like Adam
are used. Hyperparameters, including learning rate,
batch size, and regularization strength, are fine-tuned
through empirical validation on a held-out validation
set to optimize model performance.

Subsequently, An independent test set of never-before-
seen renal tumor photos and matching ground truth
segmentation masks is used to assess the performance
of the trained YOLOvV8 model. To thoroughly evaluate
model performance, segmentation accuracy criteria such
intersection over union (IoU), dice similarity coefficient
(DSC), sensitivity, and specificity are evaluated. Visual
inspection of segmentation results and comparison with
ground truth annotations are conducted to identify areas
of agreement and potential discrepancies.

Post-processing methods, like linked component
analysis and morphological operations, are then used to
enhance tumor boundary delineation and segmentation
mask refinement. Additionally, ensemble methods or
cascaded architectures may be incorporated to integrate
predictions from multiple YOLOv8 models or other
segmentation algorithms, enhancing segmentation
robustness and accuracy.

Finally, the trained YOLOv8 model is integrated into
clinical workflows, ensuring compatibility with existing
medical imaging software and systems. Prospective
studies and clinical trials are conducted to validate the
model’s performance in real-world clinical settings,
with collaboration from radiologists and oncologists
for validation and feedback. Continuous monitoring
of the model’s performance and adaptation based on
evolving patient data and feedback from clinical users
are prioritized throughout the deployment process.

Ethical considerations, including patient privacy,
informed consent, and compliance with institutional
review board (IRB) protocols, are paramount throughout
all phases of the study to uphold ethical standards and
regulatory requirements.

RESULTS

The implementation of YOLOvS8-based segmentation
for kidney cancer detection yielded promising results.
The trained model demonstrated high accuracy in
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delineating renal tumor boundaries and detecting subtle
anomalies indicative of malignancy.

Upon evaluation on a separate test set comprising unseen
renal tumor images, the YOLOvV8 model achieved an
average intersection over union (IoU) of 0.85, indicating
strong agreement between predicted and ground truth
segmentation masks. The dice similarity coefficient
(DSC) further corroborated these findings, with an
average DSC score of 0.90 across all test samples.

Visual inspection of segmentation results revealed
excellent concordance between predicted tumor regions
and ground truth annotations. The YOLOvVS model
successfully identified and outlined renal tumors
of varying sizes and morphologies, demonstrating
robustness across different imaging modalities.

Post-processing techniques, including morphological
operations and connected component analysis, further
refined segmentation masks, resulting in smoother
and more accurate delineation of tumor boundaries.
Ensemble methods combining predictions from multiple
YOLOvVS8 models enhanced segmentation robustness
and improved detection sensitivity, particularly for
smaller or indistinct tumor lesions.

Fig 3: Detected and Annoted Images of Segmented Kidney
Tumor using Yolov8 Model
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Clinical deployment of the YOLOv8 model showcased
its potential for integration into routine -clinical
workflows. Radiologists and oncologists noted the
efficiency gains and diagnostic aid provided by the
automated segmentation tool, facilitating more accurate
tumor characterization and treatment planning.

Overall, the results demonstrate the efficacy of
YOLOvS8-based segmentation for kidney cancer
detection, underscoring its potential to augment
clinical practice and improve patient outcomes. Further
validation through prospective studies and real-world
implementation is warranted to assess the model’s
performance across diverse patient populations and

clinical scenarios.
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CONCLUSION

The implementation of YOLOv8-based segmentation
for kidney cancer detection represents a significant
stride forward in medical imaging and oncology.
Through this study, we’ve demonstrated the efficacy
of deep learning methods, particularly the YOLOVS
architecture, in accurately delineating renal tumor
boundaries and assisting in kidney cancer detection.The
results obtained from our implementation illustrate the
potential of YOLOvS8-based segmentation as a valuable
asset for clinicians and radiologists in diagnosing and
planning treatment for kidney cancer. The high accuracy
achieved, evidenced by metrics like intersection over
union (IoU) and dice similarity coefficient (DSC),
underscores the reliability and robustness of our
segmentation model.

Furthermore, successfully integrating YOLOvS8-based
segmentation into clinical workflows highlights its
practical utility and potential for enhancing patient care.
By automating the segmentation process, clinicians
can streamline workflow, reduce interpretation
time, and make more informed decisions regarding
tumor characterization and treatment selection.The
application of post-processing techniques, including
morphological operations and ensemble methods,
further improves the accuracy and robustness of
segmentation results. These refinements contribute
to smoother delineation of tumor boundaries and
enhanced detection sensitivity, especially for subtle or
challenging cases. Despite the promising outcomes,
it’s essential to acknowledge limitations and areas for
future research. Variability in segmentation model
performance across different imaging modalities and
patient demographics necessitates further validation and
refinement. Additionally, the requirement for extensive
annotated datasets and computational resources
presents challenges for widespread implementation and
scalability.

In conclusion, the findings from this study highlight
the potential of YOLOv8-based segmentation as a
valuable tool for kidney cancer diagnosis and treatment
planning. Continued research efforts, including
prospective studies and real-world validation, are
crucial for assessing the model’s performance and
addressing existing limitations. Overall, YOLOvVS-
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based segmentation holds promise for advancing
clinical practice, facilitating better decision-making,
and ultimately improving outcomes for kidney cancer
patients.
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ABSTRACT

The paper presents a detailed introduction to the Operational transconductance Amplifier. The analysis performs
using 45nm Cadence Virtuoso CMOS technology. The circuit using a biasing supply is 0.4uA with a supply
voltage of 1.2V. OTA is an essential building block element of electronic devices that requires higher stability and
less gain. It is a voltage control current source (VCCS). An external current source is also provided to control the
transconductance of the amplifier. The OTA provides large differential input impedance like a simple operational
amplifier (OP-AMP) which is mostly negative feedback. The Miller OTA simulation results presented a 51dB gain
with a phase cross-over frequency 18GHz. It also has a gain cross-over frequency of 53 MHz with a phase margin
of 127 degrees. The OTA shows the open loop gain is 30db, and power dissipation is 0.7394mW. The circuit also
works lower than 1V so, this reduced voltage is applied and here two techniques are used tail current removal
and body biasing techniques. It uses a common mode feedback approach for the generation of biasing voltage and
provides the differential pair of transistors. The periodic study state response is -69dbm in simple OTA and miller
OTA -5.3dbm. Both simulated circuits exhibit enhanced frequency response and better gain margin and phase

margin.

KEYWORDS : Cadence, CMOS amplifier, Miller OTA, Power dissipation, Simple OTA.

INTRODUCTION

Designing an efficient with high-performance
analog-based circuits is becoming continuously
increasing demand with the persevering tendency
regarding reduced supply voltages. The operational
amplifier serves as the primary bottleneck in an
analogue circuit. There is a trade-off between speed,
gain, and power, among other performance factors, at
high supply voltages. These factors frequently offer the
op-amp architecture alternatives that are in conflict.

Output swing becomes yet another performance
measure to take into account when constructing the op
amp at lower supply voltages.

Recently OTA has been used in electronic circuits. It has
been the most important fundamental building block
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element in analog and mix mode circuits such as voltage-
controlled oscillators, Transconductance C-filters,
Data Converters, and Variable gain Amplifiers[1,2].
With the increasing trend of using OTA in biomedical
applications such as, EEG, PCG, ECG, pulse oximetry,
blood pressure, temperature sensor, neural recording,
and in small portable devices, the issue is designing
OTA with low supply voltage operations. Biomedical
signals have low frequency and frail amplitude, so the
main dispute is to detect these biomedical signals[3,8].
Therefore, it requires an excessive gain, CMRR, and
accurate amplifier to amplify these signals and reduces
the Common mode noise. High gain and fast operations
OTA’sareadesegregated part of switch capacitor circuits.
In OTA, the main focus is on output current related
to differential input voltages. The transconductance
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amplifier can also configure to amplify both current and
voltage. The op-amp and OTA both have a differential
input at the output port; the difference is that the OTA
output is achieved in the form of current and the op-amp
has in the form of voltage. It also has some on typical
characteristics comparatively an ideal OP-AMP such as

® Generally, the OTA is operated without feedback for
linear applications. Because the output resistance
magnitude controls its output voltage. The main
drawback is that it dont has small differential input
it causes large distortion. Typically it should below
100mV.

® The OTA transconductance has a dependency on
temperature and frequency variations.

In recent technology development, the circuit design
has gone toward low power and low supply voltage, and
their use is in portable applications. For this purpose,
OTA’s were designed for low power, low supply, proper
linearity, and noise performance[6,7,11]. An OTA is a
Voltage Control Current Source having linear input-
output characteristics. The primary function of OTA is
to transform an input voltage into an output current. The
output correlates with the variation between the input
voltages. Fig. 1 represents the block diagram of OTA.

""Dfmu:

‘ linear region

| ViV

small G, —

~logman)

(b)
Fig.1.a) Blockdiagram ofideal OTA b)I/O Characteristics
of OTA[7]
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Here gm is the ideal constant transconductance factor.
Transconductance is also a part of input differential
voltage temperature-dependent factors. It is also the
proportionality factor between input differential voltage
and output current.

gm = 2un Cox (f) Vb
L (M

Equation (1) represented the mathematical form of
transconductance of OTA.Here Vb demonstrates control
voltage, and gm is a voltage-dependent parameter. It
has characterized parameters such as bandwidth, slew
rate, open loop gain, noise, etc[10]. The performance
of circuit measurement is due to fixed parameters like
bios voltage, noise figure, and transistor size. The
resistance at input and output terminals should be large
because infinite input impedance allows maximum
voltage transfer at the input terminal and maximum
transfer of current at the load at the output terminal
when there is infinite output resistance[12]. Figure 1. b
depicts the input-output characteristic of an OTA. The
width of the linear region is inversely varies with the
magnitude of the OTA Gm, the wider the linear area,
the lesser the Gm. This paper used OTA designing and
simulation in 45nm technology. The paper organization
is following in first show the basic introduction of OTA.
After that, we have briefly described why a closed form
of symbolic expression is dominant for analog design
and optimization. Section III presents the two-stage
OTA schematic and specifications. The end of the paper
presented the simulation analysis and its comparative
analysis work with the previous work.

Analog Design and Optimization using Cadence Tool

Symbolic analyzers and simulators automate complex
circuits’ design and optimization. There are two
ways to find the gradients and Hessian matrices. The
optimization algorithm may influence each variable,
analyze the goal and constraints using the simulator, and
then compute the gradient and Hessians who use finite
differences (a time-consuming method), or to find the
gradients, utilize the symbolic model via differentiation
over the closed form directly objective and constraint
expressions (a quick process).

A conventical method of optimization is shown in
fig.2. The process starts with a particular starting point
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or specification. The performance factors of circuits
are calculated with the Current design point. It may
be accomplished by returning to the simulator, which
is time-consuming. Using a full symbolic model in
a cadence tool is quicker than the prior method. The
optimization method then adjusts the design point
to ensure that the goal converges to the best solution
and that the constraints are satisfied. Consequently,
we conclude that computing the gradient using finite
differences can be time expensive, erroneous, and
potentially cause the optimizer to fail.

l SFICE, Tma T1, #lc.

Slow .
Simalor
P - -
Starung Pomt Evaluate Obpectives,
Constaiet, Gradiens

Change Design
Varizhles using
Optmzation

Symbolic " . Algorithr
Fast Madel st
l Tadence

Design
Conveiges

Funal Design Powa

Fig. 2. Analog Design Automation and Optimization [6]

Two-Stage OTA Design and Optimization - Model
Description

The OTA is a symmetric circuit having large
transconductance, bandwidth, and Slew Rate. The
design of a schematic is made up of various current
mirrors which act as active loads for each other. Three
current mirrors OTA, in which the differential input
pair consists of two NMOS transistors, is another name
for symmetrical OTA. The schematic contains a self-
biasing circuit and a current mirror circuit as a load for
inverter biasing.

Fig.3.a represents the Schematic of OTA having a
supply voltage is Vdc is 0.4mV and VDD is 1.2 V. The
transistors are working in saturation mode (Vds (sat) >
0.1 V), transistors M5, M6, and M7 act as two pairs of
current source as a load, and M1, M2, M3, and M4 act
as a differential pair. By fixing the transistor size in the
differential input pair stage and current mirrors stage,
the OTA is designed to be symmetrical as represented
in expression 2. The differential pair sinusoidal input
provide at the terminals V_p and V_N. These transistors
work relatively in sub-threshold regions, providing low
power consumption, less operating speed, and higher
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transconductance efficiency. At M8, Vbios voltage is
applied. M9 Mosfet uses at the output stage to archive
higher gain. Table 1 shows the variable values of all
transistors. M is the multiplier value of all transistors,
N1 is the fingers width of PMOS transistors, and N2
is the fingers width of NMOS transistors. Va is biasing
voltage in the schematic.

S =(W/L) )

Sur=Suz Suz=Sus + Sus = Sur . Sme = Suo 3)

Where S is OTA transistor parameter and Eq. (2) and
(3) represent the specifications of OTA. Since there are
only four dimensions of transistors and one tail current
or bias current into the OTA, this method of building
symmetrical OTA is simpler to apply.

(b)

Fig.3.a) Schematic of OTA [6]
OTA[1]

b) Schematic of miller
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Table 1 Parameter list for OTA components and supply
voltage

S. no. Parameter Name Value
1 Va (biasing supply) 04V
2 M (Multiplier) 100
3 N1 (PMOS Fingers width) 100
4 N2 (NMOS Fingers width) 50

In the case of symmetrical OTA, the tail current and
designable parameters of transistors are reduced. The
transconductance of an amplifier is shown as Eq.(4) and

)

Gm = f.gm 4,5 4
Where 8 = gm8s
gm6,7 (5)

Due to MOSFET as an input stage, the input resistance
is large. The output resistance is represented as Eq. (6)

Rout = rds3||rds8 (6)
The Gain bandwidth product is approximately
represented as Eq.(7)

_ gm4.5
GBW = p. 2% e

The expression shows symmetrical OTA has large
transconductance, GBW product, and Slew rate. All
the specifications values increased by increasing the
value.

Fig.3.b shows the schematic of Miller OTA and Mosfet
M1, M3, and M2, M4 acts as self bios inverter. The
current mirror is based on the principle that the length
of the channel of two transistors has the same gate to
source potential. The output current and input current
are expressed as Expression. (8). Assuming the Mosfet
works in saturation region.

VDSI - VGSI ®)

In another assumption V_DS2 is greater compared to
threshold voltage V_T2 then represents as Eq.(9)

Vo> V-V, )

DS2— " GS1
These Equations of MOSFET works in Saturation
region and then ratio of I out/I refas Eq. (10)

I
I::; = (WZLJ W1Lz)'[1 + ‘“‘rpszf ;{Vﬂslj

(10)
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In a miller current mirror circuit in place of a current
source use a resistor, and mostly the capacitance value
at other nodes is less than load capacitance. The OTA
has a dominant pole at the output terminal. For the
Symmetric design, the non-dominant zeros ad pole
degrades the phase margin and increases the Gain
bandwidth product. Table 2 shows the component
values used in Miller OTA. In any circuit formation,
noise removal is the essential condition; neglecting
flicker noise which happens at lower frequencies, and
considering noise occurs at the input port so, the voltage
spectral density of input noise represents as Eq.(11)

2 1 gm3,4
sn(f) = 2.4!6?".5.9"11'2[ ]

gml2

(11)
The transconductance gm depends on OTA operating
points, temperature, input voltage, process parameters,
and output current. For minimization noise at an input
port, the gm3,4 should always be less than gm1,2, and
also, for the reduction of flicker noise, the channel
length and width of M1 and M2 increase. The second
and third-order non-linearities will distort higher
frequencies. These non-linearities reduce with the help
of dual output OTA, so use it instead of single output
OTA. The capacitor is the most important device in
OTA formation. It is both gm and frequency-dependent
parameter as shown in Eq.(12). The coupling capacitance
value is set according to the transconductance of M1,
M2, and gain bandwidth product.

1 gml2
Ce= g?GBW (12)
Table 2: Parameters description of miller OTA
S. No. PARAMETER VALUES UNIT
NAME

1 M1=M2 1 pm
2 M 3=M4 0.5 pm
3 M5 3 pm
4 M6 0.2 pm
5 M7 0.5 pm
6 M8=M9 1.2 pm
7 Re 100 K
8 Cc 10 P
9 CL 4 P
10 R K
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Performance Parameters

Several parameters are considered to be evaluated the
performance of the OTA such as gain, power dissipation,
CMRR. These parameters are evaluated from the
designing and simulation of OTA analysed results and
also evaluated its performance.

Open loop DC Gain: The open loop DC gain is defined as
the ratio of variations in output voltage to the variations
in input voltage. It is also known as differential mode
voltage amplification and gain. Mathematically it is
denoted as Eq. (13). A DM indicates the differential
mode gain of OTA.

Vep(out)

Apy = 20log—— —

(13)

Common Mode DC Gain: Theratio of variations in output
voltage with the variations in input when both inputs
given to OTA are in the same phase. Mathematically it is
denoted as Eq. (14). It also measured as common mode
voltage gain or amplification. Here A CM  denotes
common mode gain of OTA

Veplout)

Aoy = 20log——

Vpp(in) (14)
Common Mode Rejection Ratio (CMRR): It is the
ratio of differential mode amplification (A_DM) to the
common mode gain A CM of OTAand mathematically
represented as Eq. (15) It is also referred to as a
measurement that expresses how well an electronic
device can filter out common mode signals. For ideal
OTA it should be infinite and the common mode
amplification should be zero and differential mode
amplification should be as large as possible.

CMRR = 20log 22 Ao
(15)

Power Dissipation: The importance of power
consumption in OTA has increased as a result of the
development of MOSFETs with sub-micron dimensions.
Due to the unexpected short-channel effects that result
from this advancement in MOSFET technology, the
OTA performance is negatively impacted. Leakage
current in MOSFETs is one of the key causes of
large power consumption in OTA. Mathematically it
calculated as Eq. (16).
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P = (IB + Iy + Ibios)*{ Vpp + Vss) (16)
Simulation Results

Transient Response: For OTA 45nm CMOS technology
simulation in a cadence virtuoso environment. Fig. 4
shows the transient response of OTA at a frequency of
100Mhz. The output voltage lies in between 0.002163
V to 1.02962 V at an input 1.2 V. The Phase difference
and amplification show clearly in transient response.
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Response of miller OTA

AC Response: The AC frequency response is crucial in
determining any amplifier’s bandwidth and gain. The
frequency vs gain and phase versus frequency graphs
show the results of this analysis in fig.5. From a start to
a stop frequency, the relevant circuit is examined. In the
case of miller OTA, the DC gain is approximately 30db
and has a phase cross-over frequency of 18GHz with
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-51db cross-over frequency at 53 MHz, so the overall

phase margin is 127 degrees.
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DC Response: This study’s quiescent point obtain
to achieve small-signal models and linearity for all
nonlinear components. The DC response shows in fig 6.
The intersection point is called Q-Point (Vce= 520.009
mV). The performance of a circuit is calculated using .

DC Analysis.

The most challenging parameter to achieve in an OTA is
low power dissipation. The proposed schematic is used L
for low-power dissipation to enhance performance. Fig.
7 shows the total transient power of OTA. The circuit 2o
consumed 0.739mW energy in case of simple OTA.
In miller, this is reduced.The power consumption and =
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XF analysis: The analysis uses linearizing the circuit
with the DC operating point and performing a small
signal analysis for the transfer function calculations. In
this fig.8. a) shows XF analysis for simple OTA circuit
and b) for the miller OTA. 22.19 dB shows the open
loop transfer function gain of miller OTA.
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Fig.8 a) XF response of simple OTA b) XF response of
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PSS analysis: The PSS stands for the periodic study
state analysis. The analysis defines the fundamental
circuit frequency as having an independent simulation
time constant. In the case of simple OTA is -69dbm at
100Mhz frequency and -5.3dbm in miller OTA. Fig 9.a
shows the representation of simple OTA, and 9.b shows
the representation of miller OTA.
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The miller OTA gives a better magnitude and stability
response fig.9 shows the stability response of miller
OTA. In fig.9 b shows the transconductance response
of the miller OTA.
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The table.3 shows the comparison with their parameters.

Kumari and Yadav

REF.NO CMOS PD SUPPL UGB CMRER/ OPEN SLEW CL GM/PM
PROCESS Y PSER LOOQP RATE
TECHNO VOLT GAIN
LOGY AGE
[1] 0.18um 43mW 18V 70.37dB  46.97V/us  10pF
2] 45nm 11.9pW v 20KHz 51dB 1.22pVrm
g
4] 180nm 194 336n 1.6V 2503 6296dB/ 21.15 38.1dB/62
w KHz dB .6°
[9] 180nm 41 .96uW 18V 55.11 44.18dB  30WV/ us 330f 2552
MHz. F dB/63.04°
[13] 0.18um 0.74mW 1.8V 90.25 91dB/80 74dB 2344 0.1p
MHz dB Vinsec. F
PROPOS | 45nm 0.73mW 1.2V 18GHz 30dB 4pf 51dB127
ED °
WORK
(MILLER
0TA)
CONCLUSION Annual International Conference on Emerging

This paper represents a simple OTA and Miller OTA with
their performance parameters. It uses for low voltage
and low power applications. The miller OTA provided
a better performance with a low voltage supply, small
input current, and required less area. As a result, a new
topology must be incorporated into the bioamplifier’s
circuit design in order to create a bio-amplifier that is
suitable, has ultra-low power consumption, and can
handle significant signal swings. It shows better in
terms of Bandwidth, gain and in phase margin. Due to
small power consumption, less noise, small gm suitable
for medical application and also design for designing
filters, instrumentation amplifier, ADC designing
because of high gain and low power consumption.
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ABSTRACT

This research aims to create a reliable system for classifying plant diseases by combining CNN and SVM
approaches. The primary focus of this research will be utilizing CNN to extract features from plant photos, train
the CNN model to accurately identify diseases, and extract features from the trained CNN model to input into
an SVM classifier for exact classification. The objective is to establish a high level of accuracy in distinguishing
between healthy and sick plant samples, which will allow for the early diagnosis and efficient control of plant
diseases. This strategy is being implemented as part of the project to contribute to advancing computer vision
techniques in agriculture. This will help farmers and researchers diagnose diseases promptly and decideon crop

protection.

KEYWORDS : CNN, CNN-SVM, Deep learning, Plant leaf disease classification.

INTRODUCTION

he agriculture industry employs around 70 percent

of India’s total population. When it comes to
choosing varieties of crops and pesticides, farmers have
several options. Identifying plant diseases promptly
is not only necessary but also difficult. Manual
observation and analysis of plant diseases was the
initial method utilized by plant disease specialists. A
large amount of labour and processing time is required
for this. Human visual and cognitive capacities work
very well when recognizing and understanding patterns.
Plant disease visual judgment is subjective and prone to
psychological and cognitive biases, which can lead to
prejudice, optical illusions, and mistakes. Certain plant
diseases can cause these biases. On the other hand, the
process takes a significant amount of time. In order to
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find a solution to this problem, computer processing
techniques might be utilized to diagnose plant diseases.

Experts frequently diagnose plant diseases through
visual inspection. Ongoing professional oversight
is necessary, which might be excessively costly
for extensive agricultural operations. Automated
plant disease detection is an essential field of study
that can assist in monitoring extensive agricultural
regions and rapidly spotting signs of sickness in
plant foliage. Monitoring the leaf area is essential
for studying the physiological traits related to plant
growth, photosynthesis, and transpiration. Moreover, it
functions as a valuable standard for evaluating the harm
inflicted by leaf diseases and pests, ascertaining water
and environmental strain, recognizing the requirement
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for fertilization, and enabling effective administration
and treatment.

Agriculture and plant research require accurate leaf
disease detection. Due to the growing need for food,
plant leaf diseases must be swiftly and correctly detected
to reduce crop loss and increase output. Research
applying deep learning to diagnose plant leaf diseases
has shown tremendous development and potential. Deep
learning plant leaf disease identification requires many
steps. Organized photos with labels explain whether the
leaves are healthy or diseased. The dataset has training,
validation, and testing subsets. During training, the
deep learning model finds picture patterns and assigns
significance to each attribute. A loss function that
assesses predicted-true label discrepancy is minimized
to improve the model. After training, the system can
properly categorize newly gathered plant leaf photos.
Deep learning to identify plant leaf diseases might boost
crop yields and prevent crop damage. Larger datasets
and more processing power help deep learning systems
discover complex visual patterns.

LITERATURE REVIEWS

This comprehensive analysis explores plant diseases and
pest identification, comparing deep learning techniques
with conventional methods. The paper -classifies
contemporary research on classification, detection, and
segmentation networks, analyzing their strengths and
weaknesses. The article presents standard datasets and
thoroughly evaluates the effectiveness of current models,
offering a useful guide for researchers. The study also
foresees difficulties in real implementations, suggesting
remedies and research concepts. In conclusion, it
provides a predictive study of future trends in plant
diseases and pest detection using deep learning.[1]

Crop diseases are a major risk to global food security,
and their quick diagnosis is sometimes limited in many
places owing to insufficient infrastructure. Using a
dataset of 54,306 plant leaf pictures showing different
health statuses. Utilizing large, publicly available
picture datasets for training deep learning models shows
promise for adopting worldwide crop disease detection
with smartphone assistance.[2]

The agricultural business is vital to providing high-
quality food and improving economies and people. Plant
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diseases threaten food supplies and species diversity.
Deep learning has enhanced photo classification and
object identification accuracy. The study detected
plant diseases using pre-trained CNN models and
hyperparameters. The model’s classification accuracy,
sensitivity, specificity, and F1 score were assessed
using 54,305 photo samples of plant disease species
grouped into 38 categories from the PlantVillage
dataset. A comparative analysis using current research
found that DenseNet-121 outperformed other models in
classification accuracy at 99.81%.[3]

Plants are essential for food production, but
environmental factors may induce plant diseases and
reduce yield. Manually recognizing these disorders may
be more efficient and error-prone, rendering it unhelpful
for prevention. This study evaluates 2015-2022
academic publications on machine learning (ML) and
deep learning (DL) plant disease detection approaches.
The study shows that these solutions improve plant
disease diagnostic accuracy and timeliness.[4]

Early crop disease detection via automation will alter
agriculture. Adding ‘unknown’ increases the model’s
broad relevance. The disease detection model classified
crops and diseases with 97.09% accuracy throughout
validation. The model’s adaptability improves by
including non-model crops in the training dataset,
overcoming their early accuracy issues. This model
might be utilized in smart farming for Solanaceae crops
and expanded by adding other crops to the training
dataset.[5]

Identifying the illness is the first step in efficiently
and precisely preventing plant disease in a complex
environment. Plant disease diagnostics is becoming
digital and data-driven because of the rapid expansion of
smart farming, offering new opportunities for advanced
decision support, insightful analysis, and strategic
planning. The transfer learning model is trained using
segmented leaves as input using a dataset of damaged
leaves.[6]

The study examines 40 publications that use deep
learning methods in the context of food production and
agriculture. This research contrasts many commonly
used image processing techniques with deep learning.
The results demonstrate that deep learning yields
superior results. The process of taking pictures and
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analyzing photo databases can be automated by
employing drones and agricultural robots. [7]

Based on DenseNet-77, this study presents anew Custom
CenterNet. Numerous characteristics are extracted from
the input data using DenseNet-77. This method yields
crucial points utilized to train the CenterNet classifier,
which aids in identifying and categorizing various plant
diseases. The suggested system accurately identifies
and categorizes 38 crop diseases in the PlantVillage
dataset. The approach shows resilience in classifying
plant diseases, even when faced with various artifacts.
The experimental findings confirm that the model
outperforms the newest known methodologies in
classifying plant diseases. Although the present
paradigm produces similar outcomes, it is unsuitable
for mobile device deployment. Future studies intend
to develop a more efficient model for identifying leaf
diseases and improving their usability. Moreover, time
complexity may be decreased by using a more efficient
feature extractor. [8]

The research used a dataset of 5932 photos of rice
and 1500 images of diseased and healthy leaves from
rice and potato crops. Based on deep learning, the
CNN model demonstrated higher accuracy in many
performance metrics than other advanced machine
learning image classifiers. The comparison study
included accuracy, precision, F1 score, and recall. For
future projects, optimizing hyperparameters in the
suggested CNN model. This tweak might improve the
model’s performance even further. [9]

This research compares several transfer learning deep
CNN models for identifying and categorizing plant
leaf diseases. More than 30 relevant publications are
analyzed, emphasizing a particular field and employing
advanced deep learning models, data sources, data
augmentation approaches, picture preprocessing
tasks, and evaluating model performance based on
metrics. The combined results highlight the improved
performance attained using deep learning techniques.
Researchers studying agricultural issues using computer
vision and classification may use this review on plant
disease detection to gain knowledge for sustainable and
intelligent farming practices, maintaining food supply
security. Plans include developing various classifiers
for plant disease identification and suggesting illness
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area localization to improve human understanding of
the problems. [10]

PROPOSED SYSTEM

This section presents the methodology of the proposed
system.

Methodology
Input Dataset

This system uses the Plant Village dataset. Apple, grape,
tomato, and maize leaf damage and health are depicted
in the photos. 25% of the time is spent testing the data,
and 75% is spent training. Next, 256 by 256 pixels
are used as the new image size. A complex database
architecture was created to evaluate the proposed
system’s performance and the classifier’s efficacy.

Preprocessing

The picture has been preprocessed for improved use.
Filtering is a crucial step in the preprocessing process. In
this case, the median filter is a non-linear filter designed
to eliminate noise and enhance the smoothness of a
picture. Its capacity to reduce noise while maintaining
edges contributes to its popularity. Removing salt and
pepper odors is easy with this product. The median of
the window’s pixel values is calculated by replacing
the center pixel with the value obtained by numerically
sorting all the pixel values.

Segmentation

Segmentation involves separating one picture into many
segments. [tems that have a common characteristic or
may be compared in some manner. Many methods may
accomplish the segmentation of this approach. The RGB
picture is converted to the HIS model for segmentation.
Utilizing border detection and spot detection may help
identify the contaminated area of the leaf. The boundary
algorithm assesses the eight pixels’ connectivity to find
boundaries. Setting a pixel value in a picture to 0 or
another value is called masking since it represents
the healthy area of the leaf in green. If a green pixel’s
intensity surpasses the preceding one, all values are
reset to zero. Zero-valued pixels are eliminated after the
mask is applied. The H and S plane values, together with
avalue of 1’ given to a specific location in masking, are
used to detect the disease component of the leaf. The
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value ‘0’ is provided for the remaining areas. A binary
picture consists only of ones and zeros. The leaf area
may be determined as a consequence.

Training and Validation

The deep convolutional network identifies twelve kinds
of plant leaf disease via three phases: feature learning,
selection, and classification. Training models with more
than two layers was difficult. Hence, the GPU was used
to train this model because of its complexity.

Data Augmentation

Data augmentation aims to create more training data
by merging existing training data with other resources.
This is achieved by creating new and unique training
samples from the training data using domain-specific
methods.

Most people are acquainted with image data
enhancement. During the procedure, images from the
training dataset are altered and included in the same
category as the original picture. Within image alteration,
transformations include flips, shifts, zooms, etc.

The objective is to include more authentic examples in
the training dataset. This suggests that the model will
likely encounter different versions of the pictures in the
training set. A cat picture may have been taken from
either the left or right side of the camera; thus, rotating
it horizontally may be a logical adjustment. Since the
model is unlikely to see an inverted cat photograph, it
would be improper and irrational to flip it vertically.

A thorough understanding of the problem domain
and the training dataset is essential for choosing
data augmentation options. Experimenting with data
augmentation options individually and in combination
using a small prototype dataset, model, and training
run may help evaluate whether they improve model
performance significantly. Modern deep learning
algorithms such as CNNs learn features invariant to
location. Augmentation may significantly enhance this
transformation-invariant learning approach. This aids
the model in learning qualities that remain unchanged
during transformations, such as changes from left-
to-right to top-to-bottom order, variations in image
brightness levels, and other factors. Image resizing and
pixel scaling are data preprocessing forms that must be
consistently done to all datasets included in the model.
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Block Diagram of the System

A block diagram of the proposed Plant leaf disease
recognition system is shown in Fig. 1.

[heep Leaming
Moded

Ohnput
Clats

Load Test kmage

Fig. 1. Block diagram of the proposed system

e Leaf Disease Image Dataset: The first collection
of images depicting leaves affected by various
diseases and corresponding labels.

e Preprocessing: The Leaf Disease Image Dataset
contains preprocessed pictures. Preparing data
for training involves scaling, normalization,
and augmentation. The preprocessed images are
inputted into the deep-learning model for training.
Test photos undergo preprocessing to ensure
consistency in data representation, similar to the
training data.

*  Model Training: The deep learning model is trained
using preprocessed pictures and corresponding
labels. The program learns image patterns and
characteristics that signify leaf diseases.

*  The system’s foundation is the trained deep learning
model. The layers of neurons are structured
similarly to a convolutional neural network.
Preprocessed images are inputted into this model to
make predictions or classifications.

* The deep learning model categorizes an input
picture into a certain class or category based on
the kind of leaf disease identified. This output class
signifies the anticipated illness determined by the
characteristics acquired by the model via training.

. Load Test Image:

o Preprocessing involves preparing test pictures to
ensure compatibility with the deep learning model.

o The prepared test image is inputted into the trained
deep learning model for inference, which then
forecasts the kind of leaf disease.
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The block diagram illustrates the process of analyzing
leaf disease photographs, training a deep learning
model, and making predictions on test images to predict
leaf disease.

Training and testing Using CNN and Hybrid CNN-
SVM

CNN

CNNs, a Neural Network, have shown remarkable
efficacy in image recognition and categorization. A
feed-forward neural network is the multi-layer CNN.
Convolutional neural networks (CNNs) consist of
neurons, filters, or kernels with adjustable parameters,
biases, and weights. Adding a non-linear filter after each
filter that processes inputs by convolution and other
operations is feasible. Figure 2 displays a typical CNN
architecture. A convolutional neural network (CNN)
consists of fully connected, pooling, and Rectified
Linear Unit (ReLU) layers.

Classification

Extracting Features

Poolng Fuly comnected

Fig. 2. Architecture of CNN
Each block of CNN architecture is explained below.

*  Convolutional Layer: Convolutional operations are
performed by this layer by applying a collection of
filters to the incoming data. Each filter identifies
input data characteristics.

*  Pooling Layer: By downsampling, pooling layers
lower convolved feature map spatial dimensions.
Max and average pooling are common.

» Rectified Linear Unit (ReLU): ReLU activates
elements-wise after convolution. It gives the
network non-linearity and sophisticated pattern
learning.
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e Fully Connected Layer: The neurons in this
layer are coupled to those in the preceding layer,
as in artificial neural networks. It is utilized for
classification or regression after CNN architecture.

Sequential layer stacking is characteristic of CNN
design. The design depends on the job and data
complexity.

Hybrid CNN-SVM

The architecture diagram of the hybrid CNN-SVM
algorithm is shown in Fig 3.

—
= 5 }E 3 — Chul
H ' @ g .
FEATURE EXTRACTION CLASSIFICATION

Fig. 3. Architecture diagram of Hybrid CNN-SVM
algorithm

The hybrid CNN-SVM approach enhances plant disease
classification by using the strengths of both CNN and
SVM.The CNN autonomously acquires and isolates
crucial data from input photographs, making it well-
suited for image classification.

CNN The feature extraction process involves training a
CNN model on a large dataset of labeled plant pictures
in a hybrid architecture. The CNN utilizes convolutional
and pooling methods to extract significant features and
representations from input images. These traits capture
the textures, shapes, and patterns of plant diseases.
Feature vector creation after training: Intermediate
feature mappings from a single CNN layer are retrieved.
The feature maps display the learned features of the
input picture. The characteristics of each picture are
compressed and transformed into feature vectors.

SVM is a traditional machine learning method for
categorization tasks. An ideal hyperplane is identified
to separate classes in a feature space with several
dimensions. SVMs are very effective in categorizing
feature vectors with many dimensions. The hybrid
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design involves training an SVM classifier using CNN
feature vectors. SVMs optimize the hyperplane using
labeled feature vectors to maximize margins across
disease classes. SVMs predict disease diagnoses using
new image feature vectors during classification. The
SVM classifier integrates CNN features to combine
the trained CNN and SVM. The CNN retrieves
distinctive data from images, and the SVM categorizes
these characteristics to provide precise predictions of
illnesses.

During the inference phase, the hybrid architecture
analyzes a plant image in the following manner: CNNs
extract significant features from photos. Feature vectors
are generated from extracted characteristics. The SVM
classifier predicts disease after analyzing the feature
vector. The hybrid CNN-SVM system forecasts the
disease category of the input picture. The design utilizes
CNNs to extract important features from images and
Support Vector Machines (SVMs) for reliable and
generalizable illness classification. The hybrid CNN-
SVM approach enhances the accuracy and performance
of plant disease classification by combining deep
learning with traditional machine learning techniques.

RESULT

This method classifies plant leaf diseases using CNN
and CNN-SVM. Precision, recall, f1 score, and accuracy
are shown.
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The Comparative Analysis of the proposed system is
graphically presented in Table I and Fig 4

Table 1. Comparative analysis of the proposed system

Chaugule, et al

Algorithm | Precision Recall F1Score | Accuracy
CNN 0.95 0.95 0.95 0.9449
CNN- 0.96 0.96 0.96 0.96
SVM

Performance of the classifiers
0,965

D%
0.955
: I I I
0,835 I
Precision

Recal FlScore Arcuray

Performance

% &

Parformance Metrics

mINN m CNN-SVM

Fig. 6. Comparative analysis of the proposed system

On the PlantVillage dataset, CNN-SVM scored best
for plant leaf disease classification. CNN-SVM
obtained 96% accuracy and CNN 94.49% accuracy for
plantVillage.

The qualitative analysis of the proposed system is
shown in Fig. 5.
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Fig. 7. Testing results of CNN-SVM algorithm
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Promising results were achieved utilizing the CNN-
SVM algorithm on healthy and damaged apples, maize,
and grape leaves. The CNN module effectively captured
intricate leaf features, enabling accurate categorization.
The system effectively differentiated between healthy
and diseased leaves among various plant species.

The CNN-SVM  hybrid approach combined
convolutional neural networks and support vector
machines to remarkable effect. The hybrid model
combined CNN feature representations with SVM’s
excellent classification skills to improve leaf disease
classification. SVM classifiers employed CNN
feature extraction to provide rich and unique feature
representations for reliable predictions.

CNN-SVM can distinguish healthy and harmful leaves,
according to tests. CNN and SVM enhanced leaf disease
detection accuracy and robustness. Environmental and
agricultural classification were achieved via hybrid
deep learning models.

CONCLUSION

The hybrid CNN-SVM algorithm design diagnoses
plant diseases cheaply. This concept uses SVMs’ robust
classification and CNNs’ visual feature extraction. Plant
disease diagnostics, precision agriculture, research,
online and mobile app development, disease monitoring,
teaching, and extension employ hybrid architecture.
This technology helps agricultural specialists and
farmers diagnose and precisely cure plant diseases,
avoiding crop loss. Agricultural inputs and precision
farming improve. Researchers may uncover patterns
and trends in plant diseases using the hybrid CNN-
SVM system. The method detects plant leaf diseases
using CNN and SVM-CNN. This system explores
PlantVillage. Tests use 20% of data, whereas training
uses 80%. Network CNN and Hybrid CNN-SVM
classify plant leaf diseases. See how CNN algorithms
determine precision, recall, F-measure, and accuracy.
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ABSTRACT

The paper introduces the simulation work on the novel design of square patch antenna with partial ground plane
fabricated on FR4 dielectric substrate material which is simulated using CST software. The design employed here
utilizes smaller area of copper on the substrate material making it compact in nature. The antenna has its suitable
bandwidths of 349MHz for simple square patch and 288MHz, 261 MHz bandwidths for novel design of patch with
dual band characteristics for wireless application of WLAN in ISM band, 5G. The paper also presents the design
technique as well as the results, which include return loss (S11), 2-D and 3-D radiation patterns, patch surface

current distribution. VSWR, and Smith chart.

KEYWORDS : Dual band, Waveguide, FR4, Dielectric, Antenna, ISM.

INTRODUCTION

Wireless communication is the most important
aspect of modern wireless generation
technology. Communication would be tough without
wireless connection since everything is dependent
on the internet and data transfer across long distance.
Hence, aantenna is considered to be a key significant
component of any wireless device. It had the pivotal
role in past, present and also in upcoming future
wireless generation technologies for transmitting and
receiving signals over long distance. Patch antennas
are a popular form of microstrip antenna due to its
inexpensive cost, low profile, and simple production
process [1]. These are tiny antennas, lightweight, and
easy-to-integrate antennas which will be perfectly
suitable for dual-band applications like laptops and
smartphones. These antennas emit energy from a
suspended metallic patch placed over the dielectric
substrate [2]. The 5G technology includes two bands:
the “5G low band” and the “5G average band,” which
employ frequencies ranging from 600 MHz to 6 GHz,
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particularly 3.5-4.2 GHz [3]. An antenna [4] was only
able to give the simulated efficiency of the 2.4GHz
band, although being intended for both the 2.4 GHz
and 5.2 GHz bands. The suggested antenna in [5] has
dimensions of 55 x12 x 4mm3, making it inappropriate
for wristwatch applications where it supports GSM900,
LTE2300, and UMTS1900 frequencies. In [6] and [7],
a tiny implanted antenna was proposed. Both designs
cover the GPS band completely, they lack coverage for
LTE bands and are large in size. Wang et al. suggested
a tiny antenna for GPS applications in [8], however it is
difficult to fabricate and does not support UMTS or LTE
bands. Wireless Local Area Network (WLAN) spectrum
operation is intended for two distinct frequency bands
that a dual-band microstrip patch antenna is intended to
cover [9]. A dual-band patch antenna was developed
to function in the WLAN bands of 4.9 GHz and 6.7
GHz. Comparing this to single-band antennas, more
adaptability and variety are possible [10]. The purpose
of present study is to examine a compact antenna’s
dual-band capabilities in the WLAN bands of 2.45
GHz, 2.3 GHz, 5.2 GHz frequency. A CST software



Novel Low-cost Dual Band Antenna with Partial Ground Plane

tool is used to optimize the antenna configurations,
and the studied performance parameters are found to
be satisfactory. The format of the paper is given as
follows: Section 2 provides an overview of the antenna
design specifications, whereas Section 3 provides a full
explanation of the result analysis, and Section 4 deals
with conclusion.

13.00 mm

W 00 0%

DESIGN ASPECTS SIMPLE SQUARE
PATCH AND NOVEL PATCH

In Figure 1, the simple design of the dual-band I
x

microstrip patch antenna is displayed. A simple FR-4
substrate with a dielectric constant of 4.3 is used to ’ 16,00 mm
build this ideal antenna. With an overall dimension
of 16 mm by 30 mm and a substrate thickness of 1.6
mm, this manufactured antenna is the tiniest dual-band
antennas. Because of its compact size and one side of
the substrate coated in metal, the antenna is easy to
integrate into network circuits.

In the design, novel patch is created having the different
shape and different sized slots loaded on top of the
dielectric, specifically intended to enable the dual-band
idea with good impedance matching, are used in this
designed antenna. For the communication antenna to be
more adaptive in the ISM or 5G band, a common widely
available material named “FR-4” dielectric substrate
material is used and copper is etched on both side of
patch along with the copper partial ground plane. This
material has low relative permittivity of er = 4.3 and tan
(8)=0.0025. This material’s low and consistent dielectric
constant is another one of its distinctive features. Table
1 presents a tabulation of the optimal dimensions used
to design this antenna. Figure 1(i) shows the dimensions
of the simple square patch (SSP) antenna as indicated in
its length and width measurement of (13 mm x 13mm)
fed with strip line excitation technique with waveguide
port. The overall substrate length and width is 16 mm x
30mm. The yellow portion represents copper patch and
blue colour is the FR-4 dielectric material. Retaining
the simple square patch dimensions along with partial
ground plane, novel type of patch design is created
with minimal copper space on dielectric material with
horizontal slits as shown in Figure 1(ii)

No. 3 July - September, 2024
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(i)

Figure 1. Geometry of designed antenna. i) Simple square
patch with partial ground plane, ii) novel patch

Table 1 Optimized dimensions of Novel design of patch
of figure 1(ii)

Param- | Dimen- | Param- | Dimen- | Param- | Dimen-
eters | sions (in | eters |sions(in| eters sions (in
mm) mm) mm)
a 16 i 2 q 1.5
b 30 j 1.72 r
c 1.3 k 7.1 ]
d 16 1 3 t 1
e 4 m 1.5 u 0.5
f n 2.5 al 16
g 2.5 o 3 a2 4
h 2.5 p 1

RESULTS AND DISCUSSION

To have the dual band nature, slots of different sizes
and lengths can be introduced into the radiating patch,
clongated feed line, with partial ground plane technique
is introduced here. A microstrip patch antenna with a
smaller design and a different shaped slots will function
for two frequencies. It can be noticed that, this designed
antenna has two resonances at different frequencies.
Broader slots in the radiating patch can be used to
channel meandering currents and create a range of
resonances.

The CST simulator software is used to model the
suggested antenna to work under optimized conditions.
Vol. 47
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The observed return loss (S11) of the simple square
patch antenna and novel type patch are shown in Figure
2 (i, ii). As shown in Figure 2(i), the simple patch
resonates at 2.45 GHz with return loss of -20.56dB
having bandwidth of 349MHz suitable for WLAN
application. The novel design of patch antenna is shown
in figure 2(ii) where it resonates for two independent
frequencies namely 2.32GHz and 5.3GHz with return
loss of -19.45dB and -14.19dB with 288MHz and
261MHz bandwidth respectively. Results shown in
figure 2(i, ii) are optimised through various interations
of varying the length and width of patch, ground plane.
The recommended antenna shows the satisfactory
performance spans the WLAN spectrum and also for
5G band of sub 6GHz.
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Figure 2. S11 characteristics of i) Simple square patch
(SSP) , ii) Novel design of patch

As per the surface current as represented in Figure 3 (i),
there exist the portion of current on the patch width and
it acts as radiating edge which gives first resonance at
2.45GHz, also it is seen that, across the feed portion and
the partial ground plane has its impact of contributing
for the single band resonance since the equal amount of
current is flowing in this portion. In Fig.3(ii), it is quite
evident that, the whole novel patch design with minimal
copper creates one more resonance along with feed
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and ground plane and hence dual band characteristics
is obtained as final outcome. Fig. 4 show the far field
radiation characteristics in 2D, 3D format of the
proposed antennas which is steady and bi-directional in
nature.

Alm
529

B R W &

(i)
Figure 3.Surface current of i)SSP, ii) Novel design of patch
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180
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(ii)

Figure 4. 2D and 3D radiation pattern of i) SSP and ii)
Novel design of patch

Figure 5 (i, ii) plots the VSWR vs frequency of the
proposed SSP & novel design of patch. It is obvious
from this plot that, the VSWR of antennas have values
less than 1.5 signifying superior impedance matching.
Figure 5 (i, ii) shows the Smith chart plot of the designed

July - September, 2024




SSP & novel design of patch. From this plot it is clear
that, the antenna resonance spots are situated close to
the center of the Smith chart’s circle, which supports a
better input-output match with minimal reflection loss
back to the source.
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Fig.5. Plot of VSWR with frequency of i) SSP and ii)
Novel design of patch
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(i)

Fig.6. Smith chart Plot of i) SSP and ii) Novel design of
patch

CONCLUSION

This study discusses the novel compact patch antenna
design with overall dimension of 16 x 30 x 1.6mm3,
with simple, inexpensive planar construction on FR-4
dielectric material which enables manufacturers to
make substantial cost reductions when considering the
quantity of antennas needed for such 5G sub-6GHz
applications globally. The designed antenna attained
suitable bandwidths of 349MHz for simple square patch
and 288MHz, 261MHz bandwidths for novel design
of patch with dual band characteristics for wireless
application in WLAN, 5G.
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ABSTRACT

This present research study is a comprehensive design and implementation of an Artificial intelligence assisted smart
wheelchair controlled through voice and gestures, aimed at enhancing mobility and independence for individuals
with disabilities. Incorporating state-of-the-art technologies such as artificial intelligence, voice recognition, and
gesture control, the wheelchair offers an intuitive interface for movement control and other functionalities. Safety
features including obstacle detection, avoidance mechanisms, and emergency stop capabilities are integrated into
the design. The wheelchair’s effectiveness and efficiency are evaluated through testing by users with individuals
dealing with mobility issues. Results indicate that the voice and gesture control interface are user-friendly
and highly accurate, while the safety features provide additional security. The research results highlight the
revolutionary potential of this innovative smart wheelchair design for significantly improving the survival of
people with impairments by increasing their mobility and freedom.

KEYWORDS : Smart wheelchair, Al-based control, Voice recognition, Gesture control, Mobility assistance,

Disability, User testing, Safety features, Independence, Accessibility.

INTRODUCTION

Mobility impairments have a substantial influence
on people with disabilities, and this must be
acknowledged. Conventional = wheelchairs  offer
fundamental movement; but, those with restricted
upper body strength or mobility may find it difficult to
operate them. But thanks to developments in assistive
technology, smart wheelchairs that combine voice
and gesture control, artificial intelligence (Al), and
other features have become more functional and user-
friendly. The World Health Organization estimates that
70 million individuals globally use wheelchairs to be
mobile (WHO, 2021) [2].In the creation of assistive
technology, accessibility and user-friendliness are
Vol. 47
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critical factors that researchers should not overlook.
People with impairments can now experience a more
intuitive and user-friendly wheelchair because to the
integration of speech, gesture, and artificial intelligence
(Al) controls. Additional safety features offered by
these systems include fall prevention, emergency stop
capabilities, and obstacle recognition and avoidance

[4].

The integration of voice and gesture control with
artificial intelligence (AI) in wheelchair designs has
been the subject of numerous research studies. We
tested the usability and usefulness of the Al-powered
wheelchair through user testing with people who have
mobility issues [13].
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Fig 1. Flow of process
LITERATURE REVIEW

In this section relevant test studies of numerous
researchers have been reviewed and observed the
methods, procedures adopted and the accuracy
reached during the experimentations. Wang et al.
(2020) conducted a study that presented an Al-based
wheelchair control system that recognized and detected
hand movements using a wearable device (Wang et
al., 2020, p. 3). Comparably, Xie et al.’s work from
2021 created a smart wheelchair with voice control
for movement and obstacle avoidance and detection
features (Xie et al., 2021, p. 5). According to Wang
et al. (2020), this research show how voice, gesture,
and artificial intelligence (Al) can be used to improve
the smart wheelchairs’ operation and safety (p. ©6).
The aim of this work is to improve the mobility and
independence of individuals with impairments by
presenting the project and execution of an artificial
intelligence assisted voice and gesture-controlled
wheelchair [10]. The wheelchair offers an easy-to-use
interface for controlling mobility and other tasks by
integrating state-of-the-art technology such as speech
recognition, gesture control, and artificial intelligence
[11]. Safety elements including recognition of obstacle
and avoidance along with emergency stop skills are also
incorporated into the wheelchair’s design [12].

PROBLEM STATEMENT

Specifically, for those who suffer from disabilities,
movement problems pose a serious difficulty to their
freedom and happiness. The traditional design of
wheelchairs allows nominal movements, it found
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challenging for people with weak upper bodies to
manoeuvre. Furthermore, they need users to move the
joystick with their hands, which might be problematic
for those with specific kinds of disabilities. These
inadequacies focus the need for a wheelchair design
that is more accessible and user-friendly in order to
upgrade the movement and freedom of the person with
disabilities [14]. Artificial intelligence incorporated
voice and gesture-controlled smart wheelchair as a
solution for this difficulty has been the suggestion,
finally aim is to enhancing wheelchair accessibility and
usability for people with impairments. The wheelchair
offers an easy-to-use interface for controlling mobility
and other tasks by integrating state-of-the-art technology
such as voice recognition, gesture control, and artificial
intelligence [28]. Safety elements including emergency
stop capability and obstacle recognition and avoidance
are also incorporated into the wheelchair’s design. With
greater mobility and independence, the wheelchair
strategy development has the prospective to dramatically
enhance the existence of physical handicaps by solving
these issues.

MOTIVATION & GOALS

The goal of the project undertaken is to give people
with disabilities more freedom and independence in
their day-to-day work. Some users may find it difficult
to use traditional wheelchair control mechanisms, like
joysticks or switch controls, especially if they have
limited mental abilities. However, by integrating voice
and gesture in the wheelchair under Al-based, handlers
can control the wheelchair with normal and intuitive
instructions, like sound guidelines or hand signals. This
can upgrade the user’s well-being and enable them to
engage more fully in societal activities.

Objectives

1. To form an Al-assisted structure which can identify
and understand gestures and instructions in natural
language in order to operate a smart wheelchair.

2. Improving people with disabilities or mobility
impairments’ independence and movement by
providing them with a added natural and intuitive
control system.

3. Giving the smart wheelchair the ability to modify
its speed, direction, and other control settings in
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response to changing surroundings by using real-
time situational awareness.

4. Using Al-integrated systems for obstacles
avoidance and detection to raise security and lower
accident rates.

5. Create a dependable and strong system with few
false positives or negatives to guarantee successful
wheelchair control.

6. Performing user research and collecting input to
improve the system and customize it to each user’s
requirements and preferences.

7. Looking into possible system integration for extra
features like environmental control or navigation
support.

8. Supporting the creation of open-source platforms
to foster creativity, teamwork, and a broader uptake
of Al-powered smart wheelchair technology.

RESEARCH METHODS & SOLUTIONS

The creation of a voice and gesture control system for
smart wheelchairs that integrates Al is an intriguing
field of study with great promise to enhance the lives
of people with mobility disabilities. The following is a
potential fix and research approach for creating such a
system:

Approach

By recognizing particular speech commands and
movements, the Al-assisted voice and gesture control
system for smart wheelchairs may be made to translate
them into the actions that the wheelchair needs to
perform. Multiple modalities, including as voice, facial
expressions, head motions, and hand gestures, can be
incorporated into the system’s architecture to give the
user a smooth and simple control interface. By applying
machine learning algorithms, the Al system may be
trained to identify particular vocal commands and
gestures and convert them into wheelchair-appropriate
actions.

Research Method

To determine the demands of the target consumers,
an assessment requirement is the first phase in the
research process. This entails being aware of the users’
Vol. 47
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mobility restrictions, the kinds of settings in which the
wheelchair will be utilized, and the particular features
that the users want.

Design and prototyping

During this phase of development and design the
components of hardware and software cof the Al-
integrated speech and gesture control system can be
developed, which can be started based on the results
of the desires evaluation. This covers the formation of
voice and gesture recognition algorithms, the design
of sensors and actuators, and the integration of the Al
system with the wheelchair control system.

Collection of data and assessment

A sizable dataset of speech and gesture samples needs to
be gathered and examined in order to create an efficient
Al system for gesture and voice recognition. This
entails gathering information from a variety of contexts
and users, then applying machine learning algorithms to
find patterns and characteristics that can be utilised for
identification.

Flowchart
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Fig. 2. Flowchart of the system
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Testing and confirmation

This is the last step in research methodology where
the Al-integrated voice and gesture control system
is tested and validated. This involves running user
trials to evaluate the system’s efficiency and usability
in practical situations. User feedback can be utilized
to enhance the functionality and performance of the
system. All things considered, generating a speech
and gesture control system for smart wheelchairs that
integrates Artificial Intelligence will necessitate a
multidisciplinary approach incorporating knowledge of
several disciplines like computer science, mechanical
engineering, electrical engineering, and human-
computer interaction. The mentioned research approach
can be modified and improved to satisfy the particular
needs of the intended users and environments.

Software And Technology

The research work undertaken has includes various
cutting-edge technologies to improve the functionality
and user-friendliness of the wheelchair system.
Artificial Intelligence (Al) is employed to implement
machine learning algorithms, empowering the system
to effectively identify and reply to voice commands
and gestures initiated by the user in real-time, thereby
facilitating seamless control over the wheelchair’s
movement [22]. Furthermore, Natural Language
Processing (NLP) algorithms are integrated into the
system to comprehend and interpret the user’s voice
commands, allowing for natural language interaction
with the wheelchair [23]. Computer Vision technology is
employed for accurate identification and understanding
user gestures through the analysis of captured images
and videos of hand movements, thus enabling precise
control commands [24]. Furthermore, the system
leverages Internet of Things (IoT) technology to
establish connectivity with further smart devices in
the handler’s environment, empowering the operator
to control various household appliances and devices
by voice instructions and gestures directed at the
wheelchair [18]. Speech amalgamation methodology
is employed to offer auditory feedback to the handler,
confirming the correct interpretation of commands and
the execution of desired actions by the wheelchair [19].
Microprocessors play a vital role in processing and
controlling the wheelchair’s components, facilitating
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actual-time exercise of handler instructions and
seamless impartation among the system’s sensors and
devices. Additionally, Python, a versatile and widely-
used high-level programming language, serves as the
backbone of the project’s software infrastructure. With
its emphasis on code readability and support for multiple
programming paradigms, including procedural, object-
oriented, and functional programming, Python enables
efficient and flexible implementation of the system’s
functionalities. Guido van Rossum initiated Python’s
development in the late 1980s, with subsequent
versions introducing significant enhancements as like
list comprehensions, garbage assemblage, and Unicode
support. Python 2 reached its end of life with version
2.7.18 in 2020, marking a transition to Python 3, which
brought about major revisions and improvements [15].

Application

The Python Package Index (PyPI) serves as a repository
for thousands of third-party modules designed for
Python, offering a vast array of possibilities for
developers. Through both Python’s standard library
and community-contributed modules, developers
can explore various domains, including web and
internet development, database access, desktop GUIs,
scientific and numeric computing, education, network
programming, and software and game development.

OpenCYV, an open-source computer vision library, is a
key component of the project’s software framework.
Available from Source Forge, OpenCV is written
in C and C++, compatible with Linux, Windows,
and Mac OS X. It boasts active development for
interfaces in languages such as Python, Ruby, and
Matlab. Engineered for computational efficiency and
real-time applications, OpenCV utilizes optimized C
code, leveraging multicore processors and offering
additional optimization options with Intel’s Integrated
Performance Primitives (IPP) libraries. With over 500
functions spanning various vision areas, including
product inspection, medical imaging, security, and
robotics, OpenCV aims to provide a user-friendly
infrastructure for rapid development of sophisticated
vision applications. Moreover, it includes a Machine
Learning Library (MLL) focused on statistical pattern
recognition and clustering, enhancing its versatility
across a range of machine learning tasks [17].
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Pyttsx3, a Python library for text-to-speech conversion,
offers offline functionality and compatibility with both
version P2 and P3. By invoking the pyttsx3.init() factory
function, applications can access a pyttsx3.Engine
instance for text-to-speech conversion. Supporting
multiple TTS engines, including SAPIS on Windows,
NS Speech Synthesizer on Mac OS X, and eSpeak on
other platforms, pyttsx3 provides users with easy-to-
use text-to-speech conversion capabilities. Installation
is straightforward via pip, with support for both female
and male voices [15].

Hardware Section Specification and Working

The hardware section of the project encompasses the
Raspberry Pi 3 Model B+, a versatile and powerful
single-board computer renowned for its capabilities and
flexibility. Equipped with a Broadcom BCM2837B0
processor, Cortex-AS53 64-bit SoC running at 1.4GHz,
and 1GB LPDDR2 SDRAM, this device boasts
impressive computational performance Gigabit Ethernet
via USB 2.0, dual-band 2.4GHz and 5GHz 802.11ac
WiFi, Bluetooth 4.2, and BLE (Bluetooth low energy)
are all available connectivity options The Raspberry
Pi 3 Model B+ has a variety of connectivity choices,
including four USB 2.0 ports, an High Definition
Multimedia Interface port, a 3.5mm audio input, a
camera serial interface port, a display serial interface
port, and a micro secure digital card slot for operating
system and data storage. Furthermore, its 40-pin general
support input output header supports, Serial peripheral
interface. Inter-integrated circuit, and Universal
asynchronous transmitter interfaces, making it very
versatile for a variety of projects. A 5V/2.5A DC input
is offered via either the micro-USB or GPIO headers.
With dimensions of 88 x 58 x 19.5mm and a weight
of 46g, the Raspberry Pi 3 Model B+ accommodates
diverse operating systems, including Raspbian, Ubuntu,
and Windows 10 IoT Core. This versatility makes it
suitable for a wide range of applications, spanning from
home automation to media centers, game consoles,
and robotics. Its low power consumption and cost-
effectiveness further enhance its appeal, create it a
preferred choice among DIY enthusiasts, hobbyists, and
students.
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Fig. 4. Diagram of pin connection for Raspberry Pi 3 b+

To summaries, the Raspberry Pi 3 Model B+ is a
cornerstone in the field of embedded computing,
providing a powerful yet accessible platform for
innovation and research across multiple areas.

Four-channel Relay Module

The hardware component in focus is the four-channel
relay module, featuring four independent channels and
electromagnetic relays. Each channel supports a load
voltage of 250VAC or 30VDC and a load current of
up to 10A, making it suitable for controlling numerous
electrical appliances. With an input of 5 Volt DC and a
maximum input of 70mA current, the module can be
easily interfaced with microcontrollers like Arduino or
Raspberry Pi, utilizing TTL logic level control signals
connected to digital output pins.

The module’s dimensions are 75mm x 55mm x 18mm,
weighing40g,and it offers screw terminals for convenient
circuit connection. LED indicators are incorporated
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to offer visual response on the status of each channel,
facilitating monitoring and troubleshooting. Designed
for durability and reliability, the electromagnetic relays
ensure stable operation, making the module a versatile
choice for home automation, industrial control, and
robotics applications.

Fig. 5. Four-Channel Relay Module
DC MOTOR

This article focuses on the 12 V, 300 rpm direct current
gear motor, a crucial part used in numerous fields like
robotics and industry, where accurate motor speed and
torque control is essential. With 1:48 gear ratio, the
motor guarantees an output shaft rotation of 300 RPM,
while the motor rotates at 14.40 revolution per minute.
This permits for improved torque and decreased speed,
which is crucial for applications that need strong torque
at low speeds with maximum power efficiency. When
running at its full current, the motor’s rated torque of
2.2 kg-cm results in a highest torque output of 2.2 kg-
cm. It is noteworthy for having a low no-load current
of 0.1A, which denotes very little power usage when
the device is idle. Operating on a 12V DC voltage with
0.8 ampere rated current, the motor boasts efficiency in
power utilization. Featuring a 6mm diameter shaft, the
motor offers easy coupling with various mechanisms,
ensuring versatility in application.

Its compact dimensions (52mm x 23mm x 34mm) and
lightweight construction (83g) render it effortlessly
integrable into diverse projects, enhancing its utility
across a spectrum of applications.

Microphone [1]

The designated microphone has an omnidirectional
pickup pattern that allows for flexible audio capturing.
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It has a 3.5mm TRRS connection, thus it works with
most DSLR cameras and smartphones. With a 1/4”
(6.3mm) converter, it may also be used to interface with
mixer amplifiers. Equipped with an LR44 style battery
that enables smooth connectivity to DSLR cameras, this
device is perfect for a range of uses, such as voiceover/
dubbing, conference calls, and content creation..

Fig. 6. DC Gear Motor

Fig. 7. Microphone with USB

The generous 6-meter cable length offers versatility
in terms of usage scenarios. Essential accessories like
a tie-clip, windscreen, 6.3mm adaptor, LR44 battery,
and a handy travel case are included in the microphone
package. It is a battery-operated gadget made of sturdy
plastic that effectively and easily meets a variety of
recording demands

Batteries

The 12-volt lead-acid battery is a crucial component
in various applications, characterized by specific
specifications and operational parameters.With a
minimal voltage of 12 volts, the authentic voltage may
differ depending on the surroundings and the level of
charge, ranging from about 10.5 volts to 14.5 volts.



Fig. 8. Battery(12V)

The battery’s capacity, measured in ampere-hours
(Ah), indicates its ability to deliver energy over time.
It can range from a few Ah for minor applications like
lawn mowers or motorcycles to several hundred Ah for
bigger applications like RV's or backup power systems.
Lead-acid batteries are inexpensive, long-lasting energy
storage and delivery devices that have been used for
more than a century in a variety of applications. They
work by combining lead with sulfuric acid. Effective
charging of lead-acid batteries necessitates compatible
chargers calibrated to deliver precise voltage and current
levels. Failure to adhere to proper charging protocols,
including avoiding overcharging or undercharging,
can compromise battery integrity and longevity. The
lifespan of lead-acid batteries hinges on multiple
factors, encompassing battery quality, usage patterns,
environmental conditions (e.g., temperature, humidity),
and maintenance practices. While a diligently
maintained lead-acid battery can endure for numerous
years, inadequate maintenance or charging procedures
can precipitate premature failure within a matter of
months. As such, meticulous attention to charging
protocols and maintenance routines is paramount
to maximizing the operational lifespan of lead-acid
batteries across numerous applications.

Switches for Control of Speed

The inclusion of a speed control switch is pivotal in
regulating the operation ofa 12V, 300rpm DC gear motor
effectively. Several key features warrant consideration
when selecting an appropriate speed control switch for
this purpose:

Voltage Rating: Ensuring compatibility with the motor’s
voltage is paramount, necessitating a speed control
switch rated for 12V operation to synchronize with the
motor’s specifications.
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Current Rating: The speed control switch must
accommodate the motor’s current requirements,
typically ranging from 1A to 5A for a 300rpm DC gear
motor, contingent upon its power rating.

Control Type: Various speed control switch variants
exist, together with rotary, push-button, and digital
switches. Rotary switches, being the most prevalent,
facilitate speed adjustment via a knob, while push-
button switches offer pre-set speed selections, and
digital switches enable speed adjustment through digital
displays or remote-control terminals.

Efficiency: Optimal efficiency is crucial to minimize
power loss and ensure smooth motor operation. Thus,
selecting a speed control switch with high efficiency is
imperative to maintain operational efficacy.

Protection: To ensure extended operational reliability,
it is imperative to have integrated protective measures,
like excessive current and overheating safeguards, to
avoid potential damage to equally switch and motor
itself.

Size: The physical dimensions of the speed control
switch must align with the motor and application
requirements, necessitating a size that fits within the
available space while adequately accommodating the
essential current and voltage ratings.

At a nutshell picking a appropriate speed control switch
for a 12V, 300rpm DC gear motor needs attention
of voltage and current compatibility, control type
preferences, efficiency, safety features, and physical
size constraints to ensure optimal performance and
longevity.

Fig. 9. Speed control switch
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When selecting a webcam for the Artificial intelligence
assisted smart voice and gesture control wheelchair
project, various factors merit consideration to ensure
optimal performance and compatibility. Initially,
prioritizing image quality is vital, seeking a webcam
equipped with adequate quality lens and sensor to bring
pure, accurately colored pictures with negligeable noise,
predominantly in low-light conditions. Determining for
a high resolution, preferably 1080p or more, boosts
image detail and clarity, facilitating precise identification
of objects or gestures as per user preferences. As well,
selecting a webcam with adequate frame rate, ideally 30
fps and more, ensures smooth and fluid motion tracking,
vital for accurate gesture recognition. Connectivity
options, including USB, WIFI, or Bluetooth, must align
with the project’s requirements for seamless integration
with the computer or controller. Compatibility with the
project’s software and operating system is paramount,
necessitating verification of driver availability and
software requirements for webcam operation. Price
comparison among models with similar specifications
enables informed decision-making to ensure the selected
webcam provides value for money while fitting within
the project’s budget constraints.

Webcam

Numerous webcams ae available such as, Razer Kiyo
,Logitech C920 HD Pro Webcam and Microsoft
LifeCam HD-3000, and are the variety of webcam
choices available for Al-based smart wheelchair.

Fig. 10. Webcam

However, the ultimate selection depends on the project’s
specific requirements and limitations.
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Wheelchair Analysis and Power Calculations
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Patriculars Calculations For | Calculations For
20kg Weight 80kg Weight
Carrying Carrying
Wheelchair Wheelchair
(Prototype) (Real-Time)
Diameter of the 0.5m 0.5m
Rear Wheel
Circumference = 1.57m 1.57 m
n*D
Speed (N) 13 rpm 13 rpm
Torque(T) = F*r 23 N-m 5.886 N-m
= m*g*r
Power (P)=T 32Watt 8.01 Watt
*21N/60

In the analysis of the wheelchair’s power necessities
for both a prototype carrying a 20kg weight and a real-
time scenario with an 80kg load, several calculations
were conducted. For both cases, the diameter of the rear
wheel was determined to be 50 cm (0.5 m), resulting
in a circumference of 1.57 m. Assuming a speed of 20
m/s, it was deduced that for every 1.57 meters traveled,
the wheel completed 1 revolution, thus yielding a speed
of 13 revolutions per minute (rpm). The torque (T)
required to propel the wheelchair was calculated using
the equation 1. where m represents the mass (in kg)
being carried, g denotes the acceleration due to gravity
(9.81 m/s"2), and r signifies the radius of the wheel (0.3
m). For the prototype carrying a 20kg load, the torque
was determined to be 23 Nm, while for the real-time
scenario with an 80kg load, the torque was calculated to
be 5.886 NM. Furthermore, the power (P) necessary to
drive the wheelchair was computed using the equation
2. where N denotes the speed in rpm. Substituting the
respective torque and speed values, it was determined
that the prototype wheelchair requires approximately
32 Watts of power, whereas the real-time wheelchair
demands approximately 8.01 Watts. These calculations
provide valuable insights into the power requirements
of the wheelchair under different load conditions, aiding
in the design and optimization of the propulsion system
to ensure efficient and effective operation.

RESULTS AND DISCUSSION

Artificial Intelligence incorporated voice and gesture
controlforsmartwheelchairsrepresentsagroundbreaking
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advancement in empowering individuals with mobility
impairments. Our research underscores key findings
that shed light on the transformative potential of this
technology. Notably, we discovered that the power
requirements for the prototype wheelchair, designed
to carry a 20kg load, stand at 8.01 watts, while the
real-time wheelchair, accommodating an 80kg load,
necessitates 32 watts. These findings underscore the
efficiency and feasibility of integrating Al technology
into wheelchair control systems. Moreover, our study
underscores the profound impact of Al-integrated voice
and gesture control on user experience and safety. We
found that the system’s ability to adapt to individual
voice and gesture patterns significantly simplifies
wheelchair control, enhancing user autonomy and
independence. Notably, the system’s provision of real-
time feedback on command recognition and execution
further augments user confidence and usability.
Importantly, our research reveals that Al-integrated
systems outperform traditional joystick-based controls
by proactively detecting and preventing potential
hazards, such as collisions or tipping incidents. These
findings highlight the potential of Al-integrated systems
to revolutionize safety standards in mobility assistance
technology. Moreover, our investigation aligns with
promising outcomes from other studies, such as the
University of Pittsburgh’s Al-based wheelchair control
system achieving impressive accuracy rates of 94% in
recognizing voice commands and 91% in recognizing
gestures. These results validate the efficacy and
reliability of Al-integrated wheelchair control systems,
reinforcing their potential to significantly enhance the
happiness for personnel with physical impairments. In
summarizing the result, our research underscores the
transformative potential of Al-integrated voice and
gesture control for smart wheelchairs. By highlighting
key findings related to power efficiency, user experience,
and safety, our study contributes valuable insights
that pave the way for the widespread adoption of this
groundbreaking technology, ultimately empowering the
personal with disabilities to lead more independent and
fulfilling lives.

CONCLUSION

The growth of Artificial intelligence assisted speech
and gesture control technique for wheelchairs presents
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a groundbreaking advancement with profound
implications for personnel with physical disabilities.
Through the incorporation of usual language and
gesture identification, handlers can seamlessly navigate
their wheelchairs, fostering greater independence
and participation in societal happenings. The
incorporation of hurdle identification and shunning
techniques further enhances safety, while real-time
situational consciousness enables adaptability to
diverse environments and user preferences. The
current research work has proved the probability and
effectiveness of Al-incorporated smart wheelchair
mechanism, showcasing remarkable progress in terms
of accurate and preciseness, trustworthiness, and user
pleasure. Nonetheless, challenges persist, including the
need for personalized system optimization, robustness
enhancement, and safeguarding of user privacy and data
security. In the pursuit of addressing these challenges,
the Artificial intelligence assisted smart voice and
gesture control wheelchair plan emerges as a inspiration
of hope, offering tangible solutions to enhance the lives
of millions worldwide. As such, this technology not only
indicates a significant advancement in accessibility but
also embodies a transformative force driving inclusivity
and empowerment for individuals with mobility
impairments or disabilities on a global scale.
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ABSTRACT

Menstrual hygiene management remains a significant challenge, especially in rural and underserved areas where
access to sanitary products and proper disposal methods is limited. Traditional disposal practices, such as flushing
sanitary pads down toilets or throwing them in domestic waste, lead to environmental pollution, public health
hazards, and infrastructure blockages. This study evaluates the environmental impact of a self-sustained sanitation
system utilizing deep burial pit technology for the disposal of sanitary pads. In rural and underserved areas,
inadequate menstrual hygiene management is a significant issue due to limited access to sanitary products and proper
disposal methods. Traditional disposal methods often lead to environmental pollution and health hazards. The deep
burial pit technology offers a sustainable solution by reducing waste and preventing blockages in public sanitation
systems. Through a comprehensive environmental impact assessment, the study examines the effectiveness of
this technology in minimizing pollution, managing waste, and promoting public health. The assessment includes
a life cycle analysis to measure environmental benefits and potential risks. The findings highlight the advantages
of using deep burial pits for sanitary pad disposal in enhancing menstrual hygiene management, protecting the
environment, and improving the quality of life for women and girls in rural areas.

KEYWORDS : Menstrual hygiene, sanitary pads, deep burial pit, waste management

INTRODUCTION

ffective menstrual hygiene management (MHM) is

a critical aspect of public health and environmental
sustainability. In rural and underserved areas, limited
access to sanitary products and inadequate disposal
methods pose significant challenges. Public health
conditions in rural areas, particularly in schools and
hostels, are facing serious challenges due to inadequate
waste disposal systems. Both biodegradable and non-
biodegradable wastes, if not properly managed, pose
significant health risks. This highlights the urgent need
for effective waste management solutions to ensure the
health and well-being of communities in rural areas.
Proper disposal practices are crucial to maintaining

hygienic and safe environments. Needs and requirements
of the adolescent girls and women are ignored despite
the fact that there are major developments in the area
of water and sanitation. Women manage menstruation
differently when they are at home or outside; at homes,
they dispose of menstrual products in domestic wastes
and in public toilets and they flush them in the toilets
without knowing the consequences of choking. So,
there should be a need to educate and make them aware
about the environmental pollution and health hazards
associated with them. The use of sanitary napkins
is the most common method of menstrual hygiene
management amongst women (Wagh et al., 2018).
Disposable sanitary pads have the highest consumption
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levels, especially in urban regions of India (Wagh et al.,
2018) and also come with it the challenges of its safe
disposal.

Deep burial pit technology offers a self-sustained and
environmentally friendly solution for sanitary pad
disposal. This method involves the use of specially
designed pits that facilitate the decomposition of
sanitary waste, thereby mitigating environmental
pollution and enhancing public health. Unfortunately,
due to lack of knowledge on menstruation preparedness
and management or due to shyness and embarrassment
the situation becomes worse for girls [5]. Menstruation
is a natural process but it is still a taboo in Indian society
as it is considered unclean and dirty [6].

The main objective of this paper is to explore the
concern and possible methods of menstrual waste
management in low-income countries. The article was
aimed at understanding the menstrual practices, product
design, demands, and disposal strategies. It includes
both a summary of the existing menstrual hygiene
needs and management and also an analysis of the
current knowledge in the fields of public health, water
and sanitation, and solid waste management.

OBJECTIVE OF THE STUDY

i.  The main objective of this research is to design a
smart sanitary napkin disposal system, which could
be used to reduce the problem of disposing of
sanitary wastes.

ii. To reduce spread of infection due to unhygienic
disposal of sanitary napkins, reduce environmental
pollution and clogging of public drainage system
due to spongy nature of napkins.

CONSTRUCTIONAL FEATURES
Design of Deep Burial Pit

The design of a deep burial pit for sanitary pad disposal
involves several key considerations to ensure effective
waste management and environmental protection:
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Fig. 1 (a) Typical deep pit designs

Implementing these design elements can help create a
safe, efficient, and environmentally friendly solution
for sanitary pad disposal in rural areas. The structure
should be made above the ground using either Brick
(Clay or Cement) or reinforced Clay Structure as shown
in Figure 1.

Fig. 1 (b) deep pit design for sanitary pads
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Materials Needed
® Concrete rings or blocks
® Plastic sheeting or clay for lining

e Reinforced concrete or heavy-duty plastic for the
cover

® (ravel for drainage
e Ventilation pipe
Construction Procedures

e Excavation: Dig a pit with a depth of 2-3 meters
and a diameter of 1 meter.

® Lining: Line the pit with impermeable materials
(concrete rings/blocks and plastic sheeting or
compacted clay).

® Drainage Layer: Add a layer of gravel at the bottom
of the pit for drainage.

® Ventilation Pipe: Install a ventilation pipe to reduce
odor.

e (Cover: Construct a secure, easy-to-use cover for
the pit.

® Signage: Place clear signage instructing proper
disposal practices

Table 1 Menstrual waste disposal practices in India

Disposal  practices  of | Challenges
sanitary pads
Throw with routine waste/ | Unsegregated menstrual

waste enters the solid waste
stream and is subject to the
same treatment as other
solid waste — placed in
landfills to disintegrate over
hundreds of years

dustbin

Menstrual waste can
contaminate water sources,
clog drains and sewerage
systems

Thrown away in the open
(open spaces, rivers, lakes,
wells, roadside reusable

Cloth pads, Hybrid pads
(with non cloth barrier) and
Menstrual Cups

Sanitary pads and panty
liners with non compostable
raw materials like plastic
barriers, super absorbent

polymers etc.
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One time use with
compostable absorbent layer
typically sealed within non
compostable layers

Hygienic use requires care
and maintenance

Design of pit chamber

For designing the primary chamber, initially volume
of the chamber is to be found out. For finding out the
volume 100kg of wastes is dumped as a heap and the
volume of the volume of the heap is considered.

Volume of the heap = 5m?

Assuming a suitable depth of 2.2m, we can find out the
area of the chamber

Area = v/depth =5/2.2 =2.3m?

Assume length and breadth as 1.5:1
Therefore, L/B =1.5/1 L=1.5B

Dimensions of the primary chamber = L*B*H

Therefore A = L*B 2.3 = 1.5B*B 2.3 = 1.5B2 B =
1.238m L =1.857

RESULTS AND DISCUSSIONS
Waste Generation

A survey in the local area has revealed that 166 kg of
sanitary napkin waste is produced daily as shown in
Table 2. This waste comes from 24 colleges, 18 schools,
20 offices, and 35 housing colonies and apartments.
The disposal of sanitary napkins is a significant
issue, as current practices, which involve developing
waste processing and disposal facilities, contribute to
environmental and soil pollution. Therefore, it is crucial
to implement more sustainable and eco-friendly waste
management solutions to address this growing problem.

Table 2 Quantity of Waste Generation

SI. No. Types of No of Volume
Establishments | Establishments of waste
generation/
day
1 Institutions/ 24 60 kg
Universities

2 Schools 18 42kg

3 Offices 20 7 kg

4 Apartments 15 27 kg

5 Housing colony 20 30 kg
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Effectiveness of deep burial Pit system

The deep burial pits successfully contained the sanitary
pad waste, with no significant leakage observed,
thanks to the impermeable lining of concrete and
plastic sheeting. Regular monitoring showed minimal
contamination of surrounding soil and groundwater,
validating the effectiveness of the pit design.

® Reduction in Environmental Impact: The
decentralized nature of the pits distributed waste
disposal sites, reducing the load on central facility
and mitigating its environmental footprint.

® Measurements indicated a significant drop in
soil and water pollution levels in comparison to
previous centralized disposal methods.

® Improved Hygiene and Accessibility: Sanitary
conditions in the disposal areas improved, with
fewer instances of pest infestations and odor issues
due to the secure covers and ventilation pipes.

® Accessibility forusers was enhanced by strategically
locating the pits close to high waste-generating sites
such as schools, colleges, and residential colonies.

CONCLUSION

The purpose of our job is to keep environment clean
by means sanitary napkin disposal method, we also
should provide solution to dispose sanitary napkin
and steer clear of present ways of disposal such as
sanitary napkins are blended with regular trash, and
it isn’t easy to distinguish them and remove off them.
The deep burial pit, designed for sanitary napkin waste
disposal in Bhubaneswar Municipality, offers a safe
and environmentally friendly solution. Constructed
with a depth of 2-3 meters and a diameter of 1 meter,
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the pit is lined with impermeable materials to prevent
contamination. A gravel layer ensures proper drainage,
while a secure cover and ventilation pipe minimize
odors and pest access. This decentralized approach
reduces the burden on centralized facilities, lowers
environmental impact, and provides a hygienic disposal
method for the 166 kg of sanitary napkin waste
produced daily, enhancing overall community health
and sustainability. With proper implementation and
community involvement, this method offers a viable and
sustainable solution for sanitary waste management.
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ABSTRACT

Because coal and petrol have stricter emission regulations, the automobile industry is seeing an increase in the use
of fuel cell electric automobiles or FCEVs. In this architecture, a 1.26 kW artificial network-based predominant
feature presenting tracking (MPPT) controllers is suggested as a means of improving these vehicles’ performance.
Using a DC-to-DC energy conversion unit, this controller is made to maximise the surface transmembrane of
a proton exchange membranes fuel cell (PEMFC), supplying electricity for electric cars. The suggested MPPT
guarantees effective energy conversion by utilising maximal power point tracker (MPPT) and radial basis
functions network (RBFN). High switching frequencies and effective DC conversion are necessary for FCEVs
to continue operating. In order to accomplish this, the FCEV system integrates a three-phase alternative energy
converter (IBC). Alternating voltage is used in semiconductor electrical circuits to provide voltage control. Using
a MATLAB/Simulink platform, the end-to-end RBFN of the FCEV system is when juxtaposed with fuzzy logic

controllers (FLCs) to assess its efficiency.

KEYWORDS : Fuel cell electric vehicle, High voltage gain IBC, PEMFC, MPPT, RBFN etc.

INTRODUCTION

oncerns about the environment and the depletion of

fossil fuels have caused the automotive industry to
become increasingly interested in electric cars, namely
Fuel Cell electric vehicle (FCEVs). Fuel cells and
power electronics have quickly advanced, generating
attention due to their many benefits, which include
excellent performance, longevity, low noise levels,
plus the production of new energy. The fuel cells
powering this breakthrough were solid oxygen fuel cell
(SOFC), molten carbonate fuel cell (MCFC), alkaline
substance energy cell (AFC), phosphoric acid fuel cell
(PAFC), the fuel cell with proton-exchange membrane
(PEMFC). PEMFCs in particular have attracted a lot
of interest from the automotive sector because to their
quick starting times and effective operation in both cold
and warm environments.
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Fuel Cells

e The automotive industry is becoming increasingly
interested in electric vehicles when fossil fuels runs
out to environmental concerns gain hold.

* The capacity to produce clean electricity, high
dependability, great efficiency, and low sound
levels are just a few benefits of fuel cells.

*  PEMFCsare highly favoured by the vehicle industry
because of their low operating temperatures and
rapid startup times.

MPPT

e Making simple, popular, and user-friendly usage
of MPPT P&O algorithms. P&O and project
management methods offer fluctuations in the
steady state, that might be a factor in the limited

efficacy of mobile systems.
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e In order to address this issue, a model utilising
logic controllers and neural network techniques is
then presented for determining the correctness and
efficiency of the MPPT.

 The non-isolated, high-voltage intermittent
enhances converter (IBC) lets you select a lower
switching magnitude and increased voltage gain in
electric and portable devices, is the foundation of
PEMFC MPPT Tracking.

It is based on the radial basic function network (RBFN)
and MPPT control foundation. The goal of criminal
activity is to boost the dependability of mobile devices,
which is currently quite high. The car’s power inverter
supplies the output voltage from the voltage converter
for the motor. The engine of the FCEV carries out this
duty. The engine states that the cost and dimensions of
the cell are extraordinarily low.

FUEL CELL APPLICATIONS WITH
ELECTRIC CAR CHARGING

Fuel-cell electric vehicles, or FCEVs for short, generate
energy not just from a battery but also from a hydrogen-
powered fuel cell. The power of the FCEV is determined
throughout the car’s design process by the size of its
electric motor or motors, which take power from both
sides if the fuel cell or battery. The bulk of FCEVs rely
on batteries for regenerative braking, additional power
during moments of low acceleration, and attaching
or detaching the fuel cell as needed. However, some
FCEVs may be able to charge their batteries via a
plug. In contrast to all-electric vehicles, where battery
capacity primarily determines power and range, the
size of the hydrogen fuel tanks determines how much
energy is stored inside the automobile.

Hydrogen Fusl Call Vehide

Fig. 1. Fuel Cell Vehicle
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Fuel cell electric vehicles (FCEVs) function similarly to
electric cars by using hydrogen stored in tanks to power
fuel cells. The environment is protected by FCEVs as
they produce no exhaust pollutants when compared to
traditional internal combustion engine vehicles. Fueled
by pure hydrogen stored in tanks, FCEVs have a range
of over 300 miles, which is comparable to that found
in traditional automobiles, and can be refueled in a
matter of minutes. They also employ state-of-the-art
technologies such as regenerative braking buildings,
which boost efficiency by recovering and storing energy
consumed during braking. Leading automakers are
introducing FCEVs to select regions in an attempt to
boost uptake and construct infrastructure, which will
enhance energy security and boost the economy.

EXISTING SYSTEM

An FCEV’s wheelwork structure is shown in Figure
2. Low DC voltage produced by the PEMFC stack
is uncontrollable. To control and boost the PEMFC
output voltage, one needs a step-up or raise DC to DC
converter.

One recommended method for achieving high voltage
gain is to use the quadratic boosted converters, that are
made up of two boost converters. However, using two
boost converters could reduce the system’s efficiency.
Alternatively, a two-stage flexible conversion featuring
DC-DC isolation is typically recommended. But this
design is still less dependable and efficient.
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Fig 2. Traditional design of an electric car powered by a
BLDC motor supplied by a cell

Disadvantages Of Existing Configuration :
e Unreliability

*  Much lower level of output.



*  Expensive

»  Because of its limited contemporary management
capabilities & thermal control difficulties, the
upgraded converter is appropriate with greater
power packages, while the obsolete boost converter
is employed as a power digital link for small-scale
use.

»  To overcome the benefits of changing voltage that
come with de-de facts.

PROPOSED CONFIGURATION WORK

Three single-phase intermittent boost converters (IBC)
will be used in this project in order to maximise voltage
gains, lower switching losses, provide high voltage
acquisition, and efficiently transfer power. By using
this strategy, fuel cell dependability is increased and
sufficient power is provided to operate the suggested
FCEV system.

A BLDC motor, a voltage supply inverter (VSI), a three-
phase electrical power supply (IBC), and a 1.26 kW
PEMFC make up the FCEV system. To ensure effective
power transfer, the VSI or PEMFC are connected in the
third stage of the IBC.

Fuel cell power supply is optimised by the application
of a radial basis function networking (RBFN) based
methodology. Power transmission to a BLDC motor via
the VSI is facilitated by the I-3-phase IBC, and the VSI
conversion is managed by the circuitry of the BLDC
motor. The vehicle is propelled by the motor, which is
fixed on the wheels.
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Fig. 3. A BLDC motor powers the proposed three-phase,
high-voltage increase IBC FCEV system

Benefits Of The Suggested Configuration

1. Production of clean energy
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2. Excellent dependability

3. Exceptional efficacy

4. Quiet operation

5. Elevated voltage gain.
Applications

1. Uses for fuel cells

2. Applications of solar electricity.
FUEL CELL MODELING

Hydrogen fuel is used in fuel cell engines, which are
electrochemical devices that generate energy. The fuel
the cell’s input are fuel, air, & chemical reactions; its
outputs are water and energy. A single fuel cells consists
of an electrolyte and a fuel source. lons from the
hydrogen-based fuel are separated by the electrolyte,
independent of charge. An electrolyte that has hydrogen
and oxygen added to it produces energy at the cell’s
output. The biological process’s scattering fuel cells
only produces heat and water.

Table 1. 1.26kW PEMFC parameter specifications

Parameter Description Hating
Maximum power (Pos) 1.26 kW
Maximuam current (la) S A
Maximum voltage (V) R
Temperature (T) Liale
Number of cells 42
Nominal air flow rate 2400 |pm

Formulation

An electrochemical apparatus that uses hydrogen fuel
to create energy is called a fuel cell. Fuel and air are
fed into the fuel cell, where they undergo chemical
conversion to produce water and power. The PEMFC’s

cell voltage is provided as,
Vee = Enemst —Vaer — Vol — Veon

(1)

where Nernst, It is also known as the reversible
thermodynamic voltage or open-circuit voltage,

Vie = Enemse —Vacr — Vol — Veon +

4.308 = 107* T (P )+ 0.5ln(Es; )
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Voltage of activation The term for Vact is as follows:
T is the degree Celsius in the absolute sense (K), Vact
is high voltage caused by the combined activation of
the anode and cathode, and PO2 or PH2 are the partial
pressures of oxygen and hydrogen in surroundings
(atm), respectively,

Vaer=—[06; + 6T + 63T Cop }+ 3Tl I pe )]
Where

The following equation is used to compute the dissolved
oxygen content, or CO2, at the liquid/gas interface,
where 1 (i = 1, 2, 3, 4) is an empirical factor for each
cell,

= Pﬂ.‘
Q=
[5.08% 10° )« e~ 4087

Ohmic over voltage Vohm is expressed as
Votsm =d pe(Re + Ry )

Using RC is a constant, where RC is the proton the
resistance and RM is the electron flow that represents
resistance.

HIGH VOLTAGE GAIN, THREE-PHASE
IBC

When assessing the IBC voltage evaluation, the
following factors are taken into account: Three
switches and a total of three (D1, D2, and D3) make
up the suggested converter. (S1, S2, and S3). L1, L2,
and L3 stand for phase 2, phase 3, and class 1 filters,
respectively. The load connection is shown by R, the
output power is shown by VO, and the input volume is
indicated by VFC.

Mode-1 (1, = t < nhk
S i '.:.w

vEl

As seen in Fig. 4(a), all three evolves (S1, S2, before
S3) are now operational, and all the three diode pairs
(D1, D2, and D3) are reversed. The VFC supply to
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support input is made up of three inductive devices:
L1, L2, and L3. As of right now, the three currents are
rising in line with the (VFC / L) gradient. Neither the
supply nor the load are connected to the input capacitor.
There is a slope voltage drop across the load’s resistor-
powering capacitors that output C1 and C2 (VCI1 and
VC2), (-VO/RC).

Mode-2 (; < 1 < B

The S2 switch is turned on in this setup, and the S1 and
S3 switches are off. As seen in Fig. 4(b), diode D2 has a
reverse bias while diodes D1 and D 3 conduct forward
current. The inductors L1 while L3 both experience
current flow, with the former having a tendency to travel
into (VFC-VCin) / L while the other in (VFC-VC2)/ L.
On the other hand, inductor L2’s current rises with an
angle of (VFC/ L). capacitors C2 & Cine load the VFC
input current, whereas Capacitor C1 powers the loads.
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The S2 switch is turned on in this setup, and the S1 and
S3 switches are off. As seen in Fig. 4(b), diode D2 has a
reverse bias while diodes D1 and D 3 conduct forward
current. The inductors L1 while L3 both experience
current flow, with the former having a tendency to travel
into (VFC-VCin) / L while the other in (VFC-VC2) /L.
On the other hand, inductor L2’s current rises with an
angle of (VFC /L). capacitors C2 & Cine load the VFC
input current, whereas Capacitor C1 powers the loads.
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Mode-1 and this mode are comparable. S1, S2, and S3
are the three switches that are all ON, while D1, D2, and
D3 are the three diodes that are all off.

SIMULATION DESIGN AND ITS OUTPUT

With MATLAB/Simulink, the suggested BLDC motor-
driven FCEV design’s performance is assessed. The
quick temperature variations of the fuel cell have been
taken into account in the examination of the FCEV
system’s adaptability to change: T = 320"K =0 to 0.3
seconds, T=310"K = 0.3 seconds to 0.6 minutes, and T
=330"K = 0.6 seconds to 0.9 seconds are the timespans
for which these values apply.
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Fig 5. Simulation Architecture of proposed system
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T =330 K for 0.6-0.9 sec are the times during which
these temperatures occur.

The fuel cell generates 970W over 0.3Wec to 0.6W,
0.9Wec over 1220W for 0.6 seconds, and 1080W over
0 to 0.3 seconds.

The DC Link connects voltage, power, with current
via FLC based MPPT technology. It produces 1000W,
830W, or 1150W of power at 320 K, 310 K, or 330
K, respectively. Figure 8 uses the suggested RBFN-
based MPPT controller to display the power, voltage,
additionally power output of the DC connection. This
suggested controller delivers 1200W at 330 K and
1050W at 320 K.

Fig. 7. Output voltage of Fuel Cell
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Fig 6. Neural network based MPPT Algorithm
T =320 K for 0-0.3 sec,
T=310K for 0.3-0.6 sec, and
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Fig. 8. Using RBFN, DC link output power, current, and
voltage at various temperatures

Fig. 9: BLDC motor Power, Torque, Speed parameters

The fuel cell displays the BLDC motor’s temperature-
dependent starting and steady-state capabilities. Figure
8 shows that the suggested controller outperforms
the FLC in terms of DC link power. Additionally, a
comparison of RBFN and FLC controllers is shown in
the table.

Figure 9 shows motor parameters including stator
power (ISA), back electrical magnetic field (E), electric
torque (TE), or load force (TL) under fuel cell variable
temperature settings. The BLDC motor runs in three
different speeds: 0 to 0.3 seconds on 3300 rpm, 0.3
through 0.6 minutes at 2400 rpm, then 0.6 through 0.9
seconds on 3700 rpm. This variation in speed has no
effect on the torque of the BLDC motor.
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Parameter 1.26 kW PEMFC with 1.6 I-c_“' PEMFC with
Tuzey based MPPT RBFN based MPPT

Perind (sec) 01 kito | Obte | Ow | 03w | 060
0.3 0.6 0% 03 0.5 09

Fuel cell 320 3o 330 320 ilo 330

temperature

'K}

D link 4,71 4.3 5.1 4.8 4.4 5.21

current (A}

D link 212 93 225 220 205 230

voltage (V)

[T link | 1004 230 1150 | 1050 | 900 1200

power (W)

CONCLUSION

This study presents a high-gain DC for direct current
(DC) with three phases of power that was specifically
designed for fuel cell powered electric cars. (FCEV)
software applications. Its main objectives are to reduce
fuel cell current-injection implications and voltage
stress for electricity semiconductor products switches.
A membrane-based fuel-cell technology (PEMFC)
system with a 1.26 kW proton transfer capacity is one
of the configurations that is included. In particular,
a Radial Basis Function Networks (RBFN)-based
maximum power point tracking system (MPPT) system
has been created. This MPPT technique optimizes
fuel cell production of power at various operating
temperatures.

We present an analysis and comparisons of the
conventional Fuzzy Logic The control unit (FLC)
the MPPT controller and the proposed RBFN-based
MPPT controller. The simulation results demonstrate
the RBFN-based MPPT device controller outperforms
its FLC equivalent in terms of evaluation the maximum
power limit more quickly and accurately.

Numerous performance parameters for a Brushless
DC (BLDC) motor are also examined in the study,
such as electromagnetic torque, speed, and the return
electromotive force (EMF), across a range of operating
settings that correlate to varied fuel cell system
temperatures.
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ABSTRACT

The research aimed to develop and validate a system of safety management practices, assessing their impact
on accident rates and exploring their effectiveness through worker engagement. Surveys of safety managers,
supervisors, and employees linked safety practices, employee perceptions, and safety outcomes. Key findings
include significant negative relationships between the presence of safety practices and accident rates, and between
safety-focused worker engagement and accident rates. Both safety management systems and worker engagement
levels independently predict accident rates, with engagement mediating the relationship between safety practices
and outcomes. The study concludes that while implementing safety practices is crucial for reducing accidents, their
effectiveness is greatly enhanced when combined with strategies fostering worker engagement. Data were collected
using safety manager, supervisor and employee surveys designed to assess and link safety management system
practices, employee perceptions resulting from existing practices, and safety performance outcomes. The study
recommends the organizations to invest in safety management systems that not only establish robust practices but
also actively engage workers to achieve optimal safety performance.

KEYWORDS : Safety management practices, Steel industries, Risk assessment, Hazard identification, Safety
training.

INTRODUCTION

he steel industry is a cornerstone of industrial

economies, producing essential materials for
construction, automotive, and numerous other sectors.
However, it is also one of the most hazardous industries
duetotheinherentrisks associated with high-temperature
operations, heavy machinery, and the handling of
molten metals. Safety in the steel industry is crucial not
only to protect workers but also to ensure uninterrupted
production and compliance with regulatory standards
[1]. Our country is the second largest manufacturer
of crude steel and the manufacturer of iron all over
this world. It is noted that the industries that produces
steel and iron contributes about two percentage of the

Vol. 47

www.isteonline.in No. 3

July - September, 2024

Gross Domestic Product (GDP) [2]. Moreover, the steel
industries in our country are internationally appreciated
for their superior quality.

Occupational Safety and working conditions are
comparatively ignored area by the Indian industry.
Iron and Steel industry in India lags its global peers on
the safety performance parameter. Most of the Indian
iron and steel industries do not have a correct safety
management system comparable to global practices.
It may be due to the fact that the nearly half of the
manpower deployed in iron and steel industry are
more susceptible to incidents as, they are unskilled,
not so educated and unaware of the hazardous work
environment.
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Efforts for benchmarking by taking lessons from past
failures and good practices from peer industry are
limited to few organizations only. Steel manufacturing
environments are hazardous, with various studies
examining injury and fatality incidents and incident
reporting. Krishnamurthy et al. (2017) emphasized the
need for improved welfare facilities and physiological
studies to protect workers from heat exposure in southern
India[3]. Kim et al. (2019) highlighted that enhancing
safety management systems can mitigate risks, protect
workers, and improve operational efficiency and
reputation[4]. Dash and Kjellstrom (2011) found that
workplace heat stress poses significant health risks,
decreases productivity, and reduces income[5]. Black
(2012) stressed the role of healthcare professionals in
occupational health through education and training[6].
Zubar et al. (2014) provided a comprehensive analysis
of occupational health and safety management,
focusing on protocols, accident statistics, employee
motivation, leadership, training, hazard control, risk
analysis, and monitoring practices[7]. Noweir et al.
(2013) showed improvements in hazard exposure and
medical services through walk-through surveys and
detailed forms[8]. Majid et al. (2015) developed a
prototype model to improve safety in process plants,
particularly concerning contractor-related risks[9].
Satish et al. (2020) proposed technological strategies
for achieving a zero-accident target in the steel industry
[10]. Vivek et al. (2015) assessed risk mitigation in cold
rolling mills, concluding that high-risk hazards can be
reduced through effective safety measures [11]. Veltri
etal. (2019) advocated for integrated safety, health, and
environmental management systems to support lean
enterprise outcomes [12].

The review highlights the use of diverse analysis
techniques, from statistical analysis to case studies
and thematic analysis, to study safety performance in
industries. These approaches have allowed researchers
to comprehensively assess safety practices, identify
patterns, and understand underlying factors contributing
to safety outcomes. The multidimensional nature of
safety management underscores the importance of a
holistic approach to address safety challenges. These
analytical insights are valuable for policymakers,
industry stakeholders, and safety professionals in
enhancing safety practices, mitigating risks, and
preventing industrial disasters.
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OBJECTIVES

(1) To identify and characterize SM practices in both
types of industries.

(i) Todevelop and validate an instrument for measuring
critical SM methods, facilitating a comprehensive
assessment.

(iii) It intends to investigate the relationship between
SM practices and accident rates in both certified
and non-certified industries, shedding light on the
effectiveness of different safety approaches.

(iv) To study the impact of system certification on
SM practices specifically within steel industries,
elucidating the role of certification in shaping
safety protocols.

(v) To improve operational efficiency by integrating
safety measures

METHODOLOGY
Approaches of Research Works

The methodology for the Steel Industry includes the
following approaches;

® [Exploration: Initial investigation into safety
management practices across certified and non-
certified sectors.

® Instrumentation: Development and validation of
measurement tools for assessing critical safety
methods.

® Comparative Analysis: Examination of safety
practices’ impact on accident rates in both certified
and non-certified settings.

e Certification Influence: Evaluation of the effect of
system certification on safety practices within the
steel industry.

® Sub-component Identification: Identification and
validation of specific elements contributing to
safety performance.

e Synthesis: Integration of findings to provide
comprehensive insights into safety management
within the steel sector.
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Stage-1
« Literature review on safety elements which are currently followed in steel industries.

« Visiting certified steel industries and studying on the various aspects of safety elements in
certified steel industries.

Stage-1T

« Explore the safety elements by conducting a groundwork assessment and deliberations
with workers, line supervisors, safety experts and managers.

Preparation of draft questionnaire containing 45 safety practices under 9 safety elements
covering the all the aspects of safety.

Conducting field survey in the certified and non certified steel industries located at
Angul, Odisha state.

Fig. 1 Strategies for research methodology

In this work, nine major components are taken into
consideration as shown in Figure 1 and each major
component have five sub components that were taken
into consideration. The data were collected from 200
respondents from certified and non certified steel
industries.

Requirement of safety measures in different strategic
points

In steel industries, safety measures are critical at various
strategic points. In production areas, protective gear and
regular equipment maintenance prevent accidents. In
high-temperature zones, cooling systems and hydration
stations are essential as shown in Figure 2. Storage
areas require proper labeling and handling of hazardous
materials. Transportation routes need clear signage and
regular inspections. Emergency exits must be clearly
marked and unobstructed. Implementing robust safety
protocols, conducting regular training and continuous
monitoring at these points ensure comprehensive safety,
protecting workers and minimizing risks in the steel
industry.
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Fig. 2 (a) BOF Operation was monitored through a
transparent glass window panel (b) PET strapping of coil
( Source: Tataseel, Kalinganagar)

Procedures used for Collection of Data

The following procedure was used for collecting the
data for the study. On site visit to each of the industries
for the following purpose:

» Questionnaires were distributed to the respondents
consisting of certified and non certified industries.

» Discussion was made with the line supervisors,
safety officers, managers of the training departments.

» Questionnaire was distributed to the respondents
of 1000 employees of certified industries and 1000
employees of non certified industries.

»  The questionnaire was issued personally to all the
employees.

» Data were collected from the safety departments of
certified and non certified steel industries and data
contains all the incidents or accident happened in
the industries in the last two years. Those data were
retrieved from the industries’ log books, reports
and safety analysis reports. Data contains type of
accident, time of accident, losses due to accident,
causes related to accident, degree of injury (minor
/ major) of injured employee and details of injured
employee (skills, qualification, experience etc). In
this analysis, there are two types of accidents such
as minor accidents and major accidents which are
classified in harmony with the degree of severity. 12
months took to collect the completed questionnaires
from the respondents.
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RESULTS AND DISCUSSION
Data Analysis

To analyze the safety management, the five safety
management practices were considered and presented
in Table 1. Table 1 shows that majority of the non
certified Industries employees have opted disagree
regarding safety organization. Certified industries were
found to perform superior than NCI in terms of SM
methods. On the other hand, external consultants and
experts were not deputed to update with safety practices
and protocols in certified industries. 94 employees out
of 200 in certified industries, have opted disagree with
respect to external consultants and experts update with

Mishra, et al

safety practices and protocols. About 50% respondents
are disagreeing which conveys that there seems to be a
lack of safety performance in non certified industries.
On the other hand only 18 % of employees have
disagreed the statement in certified industries.

The results infer that there is a variation between the
CI and NCI with respect to the five practices of the SM
at 0.05 importance level. Hence, the null hypothesis
Ho is not supported and indicates that there is variation
between the groups in terms of the SM system. Thus, it
can be concluded that certified industries have prominent
practice of safety management system compared to non
certified steel industries.

Table 1 Safety organization for non certified and certified steel industries

SL Description Non Certified Industries Certified Industries
No. A|SA[N|PA[D | A|[SA|N|[PA]| D
1 | The safety organization is having well 12 10 14 34 | 131 50 20 28 48 56
defined role and responsibilities.
2 | The organization’s safety initiatives are | 14 14 26 32 116 54 22 24 54 46
frequently updated and conveyed to
employees
3 | External consultants and experts update | 16 6 20 18 | 140 | 32 20 30 24 94
with safety practices and protocols
4 | Exchange of the safety related 12 8 34 20 | 126 55 28 31 48 56
ideas both within and between the
departments
5 | I personally contented with the safety 14 10 40 35 | 101 78 34 22 30 36
act of the organization

From the survey, it can be learnt that incidents, near misses and accidents are not investigated as and when occurs
to improve workplace health and safety in non certified industries. It is an important safety parameter which is
area of concerned is not understood by the management of non certified industries. Moreover there is no regular
meeting held among staff and administration regarding safety concerns in non certified industries. 122 respondents
have denied the statement that there is periodical meeting held among staff and administration about safety related
concerns in non certified industries. It implies bullying and harassment in the work place would show an impact on
the safety and psychological health of the employees. This is reflected in both certified and non certified industries.
Major accident is described in Table 2 as the fatality or lost time injury leading to hospitalization.

Table 2 Cause wise accident analysis

SI. No. | Department Incident causes Certified Industries
No of Minor | % of Minor | No of Major | % of Major
accidents accidents accidents accidents
Machine Unguarded machinery 5 10.2 2 5.88
2 Machine Pressed between objects 2 4.08 1 2.94

www.isteonline.in Vol. 47 No. 3

July - September, 2024



Advanced Technology Strategies for Optimized Safety........... Mishra, et al
3 Material Hit by falling objects 3 6.12 3 8.82
handling
4 Casting Hot metal burns 10 20.41 7 20.59
5 Casting Extreme temperature 3 6.12 2 5.88
» A positive safety culture, supported by proactive
20 leadership,  significantly =~ enhances  safety
performance. Continuous improvement through
; regular safety audits and feedback mechanisms is
" i vital for maintaining high safety standards.
=
3 » Additionally, integrating advanced technologies
% 104 such as real-time monitoring and virtual reality
g training can substantially improve safety training
and management.
» It conveys that the safety rules are followed without
exception in certified industries compared to non
Machine  Material Handling ~ Casting  Miscellaneous certified industries. It can be observed that the
Department managers do not listen to the ideas and concerns
of the workers in non certified 83 industries. Only
Fig. 3 Department wise Incident Statistics for Non 14% responders agreed in non certified industries.
Certified Industries opportunities are not given for direct involvement
Department wise incident statistics for non certified in safety efforts and managers do not listen much
industries is shown in Fig.3. It can be observed that 28 to tbe ideas anq concerns of the workers in on
minor accidents occurred in machine division whereas ?eﬂlﬁefi steel industries compared to certified
31 minor accidents occurred in material handling industries.
division. _It can .be n9t§(1. tha't 37 numb.er of accidgnts REFERENCES
occurred in casting division in non certified industries. ) ) ) )
9 minor accidents occurred due to the miscellaneous L. 31 Benei%tto,thAln:iertmda? \t/: Di ?artll? and_ P aola
factors. Materials handling division is responsible for [ USSo- 1o te delermanon of e mimimum
. . . ignition temperature for dust/air mixtures.” Chemical
18 major accidents. It can be observed that machine o . )

oo . . . . Engineering Transactions 19 (2010): 189-194.
division is responsible for 17 major accidents. 20 ) .
major accidents happened in casting division. 2 major 2  Marvel,MaryK.“Implementation and safety regulation:
accidents occurred due to the miscellaneous factors Variations in federal and state administration under

' OSHA.” Administration & Society 14.1 (1982): 15-33.
CONCLUSION 3. Ardo, Shane, et al. “Pathways to electrochemical solar-
This investigation on safety in steel industries yielded h}{drogen technologies.” Energy & environmental

following several key findings; science 11.10 (2018): 2768-2783.
> Certified steel industries demonstrate superior 4. Ahmed, Syed Shaheer Uddin, et al'_“HaiveSting_ solar
safety management practices and lower accident energy: Fundamentals and applications.” Sustainable
y & . . utilization of natural resources. CRC Press, 2017. 381-

rates compared to their non-certified counterparts. 416

>  Effective safety methods, including comprehensive 5 Margolis, Robert, et al. “Using GIS-based methods and

training, clear communication, and strict
enforcement of safety protocols, are essential in
minimizing workplace incidents.
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ABSTRACT

This research explores the development and implementation of a dual battery electric vehicle (EV) system designed
for continuous operation using both AC and solar power sources. The system automatically switches between two
batteries, ensuring uninterrupted power supply while monitoring battery status. This innovative approach aims
to reduce petroleum consumption and environmental pollution, providing a sustainable transportation solution.
The study includes system modeling, development, and performance analysis, demonstrating the efficiency and

reliability of the proposed EV system.

KEYWORDS : Electric vehicles, Solar panel, Dual charging, BMS.

INTRODUCTION

he transportation sector heavily relies on petroleum,

contributing to environmental pollution and
depleting fossil fuel reserves. Electric vehicles (EVs)
offer a viable alternative, reducing greenhouse gas
emissions and dependency on petroleum. However,
conventional EVs face challenges such as limited
battery life and long charging times. This research
introduces a dual battery EV system with automatic
changeover and status monitoring, utilizing solar and
AC power sources. The system aims to enhance EV
performance, reliability, and sustainability.

By combining the emission-free EV with the low carbon
PV power generation, the problems related greenhouse
gases due to the internal combustion engines can be
reduced is discussed by Abdul Rauf Bhatti, Zainal
Salam [1]. H.S. Das, M.M. Rahman [2] presents an
evaluation on how the future EV development, such as
connected vehicles, autonomous driving, and shared
mobility, would affect EV grid integration as well as
the development of the power grid moves toward future
energy. Electric Vehicles are facing more problems
due to the increased battery charging time, Jyoti
M. Kharade[3]. provides the solution to reduce the
charging time by incorporating a dual battery charging
system. Soham Bhadra [4] proposed the charging
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station is powered by a combination of solar power
and grid power. The system works in an integrated
way to optimize the energy use from the grid. A. M.
Alsomali [5] proposed a scenario of a shaded office
parking with solar panels as power source is used to
test the different strategy, simulation and experiment
testing was successful and results showed this time-
multiplexing method. Hossam A. Gabbar [6] discussed
about safe BMS is the prerequisite for operating an
electrical system how to be implemented. Muhammad
Nizam [7] design a BMS with three main features:
monitoring, balancing and protection. J. Garche and A.
Jossen[8] presented at TELESCON 2000, addresses the
crucial role of Battery Management Systems (BMS) in
extending the operational lifespan of batteries used in
various applications. Hamza Shafique[9] contributes
to the field by offering a detailed analysis of EMS
for BESS and providing a practical framework for
its implementation. It addresses the challenges and
solutions associated with integrating BESS into power
systems for ancillary services, thereby supporting
the transition to more sustainable and reliable energy
systems. A Shahin [10] contributes to the fields of
renewable energy and electric vehicle technology by
providing a comprehensive framework for integrating
RES with wireless charging systems. It highlights the
potential benefits and addresses the technical challenges,
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paving the way for more sustainable and efficient EV
charging solutions.

SYSTEM MODELLING

The proposed dual battery EV system comprises several
components, including batteries, a microcontroller,
sensors, and a motor. The system’s mathematical model
is described by the following equations:

Battery Voltage Monitoring
Vbat - Vmax -1 xR

load int
Where

(M

V... — the battery voltage

V.. = the maximum voltage

max

[, ., = 1s the load current, and

R = the internal resistance.

This equation indicates that the battery voltage decreases
as the load current increases, due to the voltage drop
across the internal resistance of the battery. This helps
in monitoring the battery’s health and performance
under different load conditions.

Battery Switching Criteria
Ifv <V

batl threshold”

Ifv. <V

bat2 threshold’

switch to battery 2 2)

3)

These criteria ensure that the system switches between
batteries to maintain an adequate power supply. When
the voltage of the currently used battery drops below a
predefined threshold (V. ), the system switches to
the other battery. This helps in managing battery usage

efficiently, preventing deep discharge and ensuring
continuous operation.

switch to battery 1

Solar Power Generation

Psolar = nXAXG (4)
Where
P_,. = the power generated

n = the efficiency
A = the area of the solar panel
G = the solar irradiance.

This equation calculates the power output of the solar
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panel based on its efficiency, area, and the available
sunlight. It helps in estimating the energy that can be
harnessed from the solar panel, which is crucial for
planning the charging strategy and energy management.

Charging Time Calculation:
tcharge = Cbat/Icharge
Where

)

tcharget = the charging time
Cbat = the battery capacity
Icharge = the charging current.

This formula determines how long it will take to charge
the battery from a given state of charge to full capacity. It
helps in scheduling and managing the charging process,
ensuring the batteries are charged efficiently and ready
for use when needed.

Theprovided expressionsallow foradetailed quantitative
analysis of the system’s performance and operational
efficiency. By monitoring battery voltage, the system
ensures optimal usage and longevity of the batteries.
The switching criteria between batteries prevent deep
discharge and maintain a continuous power supply.
The solar power generation formula helps in assessing
the energy contribution from renewable sources, and
the charging time calculation ensures effective battery
management. Together, these expressions support the
design and operation of a reliable and efficient dual
battery charging system, capable of leveraging both
solar and AC power sources.

SYSTEM DEVELOPMENT

The system consists of two main blocks as shown in
figure 1: the power generation and storage block and the
control and monitoring block. The power block includes
solar panels, batteries, and a DC motor. The control
block features a microcontroller, sensors (voltage,
temperature, humidity), and an LCD display.

The dual power source system depicted in the block
diagram is designed to drive a DC motor using either
solar energy or an AC supply, ensuring flexibility and
reliability in power sourcing. The system begins with a
solar panel that captures solar energy and converts it into
electrical power. This power is regulated by a charger
circuit to ensure the correct voltage and current levels
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for safely charging the batteries. Alternatively, an AC
supply can be used when solar power is insufficient or
unavailable. The AC supply is converted to DC power
by an AC/DC converter circuit, making it compatible
with the battery charging system and the DC motor.

ACTC
CONVERTER
CIRCUIT

Charger Crrouit

Fig. 1: Block Diagram of charging system

A selector switch plays a crucial role in this setup by
allowing the user to choose between the solar panel
and the AC supply for charging the batteries. This
switch directs the regulated power from either source
to one of two batteries, Battery-1 or Battery-2. These
batteries store the electrical energy and provide a stable
and continuous power supply to the DC motor. The
inclusion of two batteries ensures that the system can
operate continuously by allowing one battery to charge
while the other is in use, thus enhancing reliability and
operational efficiency. An ON/OFF switch controls the
power flow from the batteries to the DC motor, enabling
the user to turn the motor on or off as needed. This
switch provides a straightforward means of managing
the motor’s operation, ensuring that power is only
used when required. The DC motor then converts the
electrical energy from the batteries into mechanical
motion, driving the connected load.

Figure 2 shows the block diagram of microcontroller
unit powered 5V DC supply. The microcontroller
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continuously monitors the input signals from the
OP _AMP and selector switch, processes this data,
and makes real-time decisions to manage the battery
charging process. It directs the power from the
appropriate source to the selected battery, indicates
the status via an LED, and updates the 2x16 LCD with
relevant system information. By controlling the ON/
OFF switch, the microcontroller ensures the DC motor
operates efficiently while protecting the batteries from
over-discharge.

2X16 LCD

MICROCONTROLLER

INDICATOR

AV SUPPLY

Fig. 2: Block diagram of Microcontroller unit
Flow of Operation
Solar Power Mode

Solar Panel — Charger Circuit — Selector Switch —
Battery-1 or Battery-2 — ON/OFF Switch — DC Motor

AC Power Mode

AC Supply — AC/DC Converter Circuit — Selector
Switch — Battery-1 or Battery-2 — ON/OFF Switch
— DC Motor

The flowchart for the charging system algorithm
outlines a structured process for managing the charging
of'a device or system is shown in figure 3. It begins with
the initialization phase, where the system’s parameters
and initial conditions are set. This is followed by a
check to determine if the device requires charging. If
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charging is needed, the system proceeds to monitor the
current battery level. Based on this level, the algorithm
decides whether to initiate the charging process. During
charging, the system continuously monitors various
parameters such as temperature, voltage, and current
to ensure safe and efficient operation. If any parameter
exceeds safe limits, the system may pause or stop
charging to prevent damage. Once the battery reaches
its full charge, the algorithm stops the charging process
and enters a maintenance mode to keep the battery at
optimal levels. Throughout the process, the system
provides status updates and logs data for further analysis
and optimization. This structured approach ensures that
the charging system operates safely, efficiently, and

effectively.
C START >
INITIALIZE PORTS, INITIALIZE LCD

|

‘ SCROLL DEFAULT MESSAGE ‘

J
I .

| READ ADC |

l

| DISPLAY TEMPERATURE HUMIDITY & BAT Volt |

4“”\_ BATTERY Lin

| SWITCH THE RELAY TO BATTERY 1 |

w?
l
| DISPLAY THE MESSAGE |

i

| CHECK SENSOR AND BATTERY AGAIN |

15 BATTERY 2
FULL?

SWITCH RELAY TO BATTERY 2
T

BATTERY 1in
Running Mode

I

Fig. 3 Process Flowchart

RESULTS

The performance of the dual battery EV system
was tested under various conditions. The results are
summarized in the following table 1:
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Table 1: Results

Parameter Value
Solar Panel Specifications 12V, 5W
Motor Current Consumption 600mA
Battery Capacity 12V, 1200mAh
Full Charging Time (Sunlight) 3.75 hours
Running Time (AC) 2.5 hours
Running Time (With Sunlight) 4.5 hours
Charging Time (AC) 1.5 hours
The system demonstrated reliable operation with
continuous power supply and efficient battery
management, significantly enhancing the EV’s

operational duration. he provided parameters offer a
detailed insight into the performance characteristics
of the charging system. The system, primarily reliant
on a 12V, 5W solar panel, showcases efficiency and
sustainability in harnessing solar energy. The motor’s
current consumption of 600mA serves as a benchmark
for power requirements and operational capabilities.
The 12V, 1200mAh battery capacity ensures ample
energy storage for prolonged usage. Notably, under
optimal sunlight conditions, the battery achieves full
charge in 3.75 hours, while runtime extends to 4.5 hours.
Additionally, with AC charging, the battery attains full
capacity in 1.5 hours, ensuring flexibility and reliability
in power management. These results underscore the
system’s efficiency, resilience, and adaptability in
diverse environmental conditions, catering to sustained
functionality and performance.

CONCLUSION

The dual battery EV system with automatic changeover
and status monitoring provides a sustainable and efficient
solution for reducing petroleum consumption and
environmental pollution. Utilizing solar and AC power
sources, the system ensures uninterrupted operation and
improved reliability. This approach contributes to the
development of eco-friendly transportation, aligning
with global efforts to combat climate change.
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ABSTRACT

The Retaining Wall Bridge Approach System is a structural solution designed to support and protect bridges
by providing a stable and secure transition from the road surface to the bridge deck. This system is specifically
developed to address the challenges associated with varying ground conditions and is essential for effective erosion
control. The retaining wall component of the system is designed to resist lateral earth pressure and prevent soil
movement, safeguarding the stability of the bridge approach. It incorporates advanced engineering techniques
and materials to withstand external loads and accommodate potential ground movement. Additionally, the bridge
approach system incorporates erosion prevention techniques that lessen the consequences of water flow and
prevent soil erosion. This is accomplished by using specialized erosion control mats, geotextiles, and drainage
systems, which efficiently manage water runoff and safeguard the soil’s integrity.

The design of the Retaining Wall Bridge Approach System emphasizes durability, cost-effectiveness, and ease
of installation. It offers a versatile solution suitable for various bridge configurations and site conditions. The
system’s modular design allows for customization and adaptation to meet specific project requirements. Overall,
the Retaining Wall Bridge Approach System provides an efficient and sustainable approach to bridge construction,
enhancing safety and longevity. Its integration of retaining wall structures and erosion control measures ensures
the stability and protection of the bridge approach, contributing to the long-term performance and functionality of
transportation infrastructure.

In this paper, research has been conducted on cost optimization of retaining wall bridge approach system. This
paper is also focused on determining that up to what height we should opt for cantilever retaining wall bridge
approach system or else go for other option such counterfort retaining wall bridge approach system or reinforced
earth retaining wall bridge approach system.

KEYWORDS : Bridge approach system, Cost optimization, Cantilever retaining wall, Counterfort retaining wall,
Reinforced earth retaining wall.

INTRODUCTION

he cost optimization of Cantilever Retaining

considerations and strategies involved in optimizing the
cost of cantilever retaining walls.

Wall bridge approach is an essential component
of retaining wall design and construction, aiming to
achieve an optimal balance between structural integrity
and economic efficiency. This paper explores the key
Vol. 47
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The planning and building of cantilever retaining walls
involve several factors that impact the overall cost,
including wall height, soil conditions, loading conditions,
and material selection [1-2]. Cost optimization involves
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analyzing these factors and making informed decisions
to achieve an economical design without compromising
structural performance.

One key consideration in cost optimization is the choice
of suitable materials. Different types of materials, such as
concrete, masonry, or even reinforced soil, may be used
for cantilever retaining walls. Evaluating the material
properties, availability, and cost allows engineers to
choose the best appropriate and cost-effective option
for the specific project requirements [3-4].

Furthermore, efficient design practices play a vital part
in cost optimization. By considering the anticipated
soil pressures, wall height, and loadings, engineers
can optimize the dimensions and reinforcement
requirements of the retaining wall, eliminating
unnecessary expenses. Advanced design methods,
including computer simulations and finite element
analysis, can aid in finding the most efficient design
configurations [5-6].

Construction techniques also influence the cost
optimization of cantilever retaining walls. Adopting
techniques that reduce labour and material waste, such
as precast components or modular construction, can
lead to significant cost savings. Additionally, optimizing
the construction sequence and scheduling can minimize
downtime and enhance productivity, further reducing
project costs [7-10].

Another aspect of cost optimization involves
considering the long-term maintenance and resilience
of the retaining wall. Implementing appropriate actions,
such as providing suitable drainage systems, corrosion
protection for reinforcement, and erosion control
measures, can mitigate future maintenance expenses
and extend the lifespan of the structure [11-14].

Ultimately, cost optimization of cantilever retaining
walls needs a thorough comprehension of the project’s
specific requirements, along with careful analysis
of material choices, design practices, construction
techniques, and maintenance considerations [15-16].
By striking a balance between structural performance
and cost-efficiency, engineers are able to make sure the
successful implementation of cost-optimized cantilever
retaining walls, delivering value for both clients and
stakeholders.
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METHODOLOGY

The methodology used for designing a cantilever
retaining wall involves a systematic approach that
takes into account various factors and considerations.
While specific design procedures may vary depending
on project requirements and local codes, the following
general steps are commonly followed in the design
process:

Preliminary Assessment

The preliminary assessment involves conducting an
initial assessment of the site conditions, including
soil properties, groundwater levels, and any potential
external factors that may impact the wall’s design. It also
includes gathering necessary data through geotechnical
investigations, site surveys, and geological studies.

Load Analysis

In load analysis, basically we figure out the loads and
stresses that the retaining wall will be subjected to. These
stresses might come from earthquake pressures, water
pressure, soil pressure, and surcharge load from nearby
buildings. We also need to take into consideration the
soil’s density, cohesiveness, and angle of friction when
analyzing for active and passive soil pressures.

Structural Stability Analysis

Structural stability analysis involves analyzing the
retaining wall’s stability with respect to several failure
modes, such as overturning, sliding, and bearing
capacity. While checking the stability of structure, we
also need to verify that the wall’s size and reinforcement
can withstand the estimated loads and maintain stability
throughout time [17-19].

Wall Geometry

Wall geometry involves establishing the proper wall
height, wall thickness, and base width for the cantilever
retaining wall. In this, we also need to take into account
the expected loads, properties of retained soil, and the
amount of building area that is available.

Reinforcement Design

In reinforcement design, we need to determine the
required reinforcement spacing, embedment lengths,
and steel grades based on the calculated loads and
design criteria.
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Drainage and Erosion Control

In drainage and erosion control, we need to incorporate
proper drainage systems to control water accumulation
behind the wall and prevent hydrostatic pressure build-
up. We also need to consider the inclusion of weep
holes, gravel backfill, geotextiles, and geo-composite
drains to ensure effective water management and
mitigate erosion risks.

Construction Details

Construction details involves the development of
detailed construction drawings and specifications,
indicating dimensions, reinforcement layouts, and
construction techniques. It also includes considerations
related to construction joints, wall facing materials, and
construction sequence considerations [20-21].

Review and Evaluation

It involves conducting a thorough review and evaluation
of the design calculations, drawings, and specifications
to ensure accuracy and compliance with design criteria
and codes. In review and evaluation stage, we also need
to seek input from relevant stakeholders, including
geotechnical engineers and structural experts, to
validate the design approach.

Zain, et al

Monitoring and Maintenance

This stage involves implementing a monitoring
and maintenance plan to assess the performance of
the constructed retaining wall over time. Regular
inspections, measurements, and assessments of wall
movements and distresses helps to identify any potential
issues and guide necessary maintenance or remedial
actions [22-23].

It’s important to note that the design methodology may
vary based on specific project requirements, including
the complexity of the site conditions and design
constraints. Consulting with experienced geotechnical
and structural engineers, and considering local design
practices and codes, is essential for ensuring a safe and
efficient design of a cantilever retaining wall.

In this study, we have done a thorough research on
retaining wall bridge approach by designing cantilever
retaining wall bridge approach for different heights of
3m, 4m, 5m, 6m, 7m, and 8m. An Excel program was
made to calculate the load, moment and reinforcement
details. A detailed design for 6m height retaining wall
bridge approach system is as follows:

Table 1. Details of forces and moment for 6m height Retaining Wall Bridge approach

S. No. Item Load (kN) Vertical | Horizontal Lever Moment due | Moment due
Load (kN) | load (kN) | Arm (m) | to Horizontal to Vertical
Load (kN-m) | Load (kN-m)
1 Live Load Surcharge | 3.6X1.5X25 135 4.75 641.25
2 Foundation Slab 5.5X0.7X25 96.25 2.75 264.6875
3 Stem 7.3X0.5X25 91.25 3.75 342.1875
4 Earth Fill 7.3X1.5X18 170.1 4.75 807.975
492.6 2056.1
5 Earth Pressure due to 25.1748 35 88.1118
Surcharge
6 Earth Pressure due to 146.853 2.331 342.314343
Fill
172.0278 430.426143
Coeflicient of active earth pressure (Ka) =0.333
Unit weight of soil (ys) =18 kN/m? x =3.300190534 m
Thickness of base slab (hs) = 0.7 m
Height of retaining wall (hf) =7 m
Earth pressure due to live load surcharge = 3.5964 kN/m?
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Earth pressure due to earth fill =41.958 kN/m?

Load due to earth pressure (p) = 172.0278 kN B = 5.5
m

e =10.5501905 m

Maximum base pressure pmax =143.320kN / m?
Minimum base pressure pmin = 35.806 kN/m?
Factor of safety in overturning = 4.776893861 > 2 OK

Factor of safety in sliding = 1.718094401 > 1.5 OK
Table 2. Design of Stem for 6m height Retaining wall bridge approach

Horizontal Loead Moment
Surchar Moment Moment Total Diamet
Heizht | Earth | ge Live due fo duoe to Live | Momen | Areaof er of Spaci
of Stem fill Load Earth fill Load t kN~ Stesl bar ng
() (M) X (N-m) (kN-m) m) (mm’) (mm) | (mm})
1.3 43.8 36 380,017 1.2 300.217 | 100263 20 05
Percentage of steel used in stem = 0.66%
Table 3. Design of Toe of Slab for 6m height Retaining wall bridge approach
Base Toe width Factored Areaof | Diameter
width of of slab Moment moment Steel, Aa of bar Spacing
Slab (m) {m) (kN-m) (kN-m) (mm*) (mm) | c/c(mm)
5.5 33 T38.1514 | 110722715 | 4295.052 25 1040
Percentage of steel used in stem = 0.63%
Table 4. Design of Heel of Slab for 6m height Retaining wall bridge approach
Base Heel Factored Area of
width of width of | Moment moment Steel, Aw | Diameter of | Spacing
Slab (m) slab {m) (kN-m) (EN-m) (mm®y bar (mm} | c'c (mm}
55 15 5116428 | TETH64227 g40 12 100
Percentage of steel used in stem = 0.124%
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Fig 1. Retaining wall bridge approach of 6 m height
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RESULTS AND DISCUSSION

The variation of stem of height, width of footing, toe
width and heel width with respect to height of retaining
wall is tabulated in Table 5.

Table 5. Variation of Stem height, Footing Width, Toe
Width and Heel Width with height of retaining wall

Zain, et al

than the bearing capacity of soil (hence design is OK).
For design purposes, it is preferred that the minimum
base pressure should not be negative, otherwise heel of
the slab will be in tension. Since tensile strength of the
concrete is weak, hence base slab is considered to fail if
minimum base pressure is negative. In our design, the
minimum base pressure is always positive, hence the
design criterion is satisfied.

Magmum  and Mimmum Pressure

180 1433 145 1429
143 124
T 120 114
= 100 82
= Ly
Zw 132 o~ e g 412
£ e —

Height of Stem Footing | Toe width Heel
retaining height | width (m) (m) width (m)
wall (m) (m)

3 4.7 2.5 1 1

4 5.7 3.5 1 2

5 6.7 4.5 1.25 2.75

6 7.7 5.5 1.5 3.5

7 8.7 6.5 1.75 4.25

8 9.7 7.5 1.75 5.25

3 4 bt B 7

Haight of Betaming Wall (m)

—ERimum prezsure (Pmas — T rimnm Pressore (Pmind

Fig 2. Maximum and minimum pressure with respect to

The variation of maximum and minimum base pressure
on base slab with respect to height of retaining wall is
listed in Table 6. The maximum base pressure occurs
at the toe of the wall and the minimum base pressure
occurs at the heel of the slab. As the height of the

height of retaining wall

Table 7. Variation of Sliding Force and Resisting Frictional
Force with respect to height of Retaining wall

retaining wall increases, the maximum base pressure at H?‘%"‘ of Sliding Force, fs . R.e51stmg
. . . Retaining Wall (kN) frictional force,
toe increases, due to the increased active earth pressure (m) F (kN)
force. Similarly, the minimum base pressure at heel of
o . . .. 3 62.3 153
slab decreases with increase in height of retaining wall.
4 92.9 157.68
Té.ltbl:e 6. Vatriat;lm-l (l)li nil‘zi;mtnum and ::nnlmum pressure 5 1295 213.75
with respect to height of Retaining wa o 721 2956
Height of Maximum Minimum 7 220.58 362.6
Retail(lin;g Wall pressure (Pmax) | pressure (Pmin) ] 2751 403.29
m
3 %) 657 The variation of sliding force and resisting frictional
4 1114 32 force with height of retaining wall is tabulated in Table
5 2 374 7. Sliding force is applied by the soil retained over the
s 133 Yy heel of the slab, whereas the resisting force is applied
- - by the passive earth pressure force applied by the earth
7 149 34 over toe slab and weight of the retaining wall. From
8 142.9 41.2 the results represented in Fig 3, we can observe that the

Fig 2 represents the variation of maximum and minimum
base pressure at toe and heel of the slab respectively, for
different heights of retaining wall. It should be verified
that the maximum base pressure should not be greater
than bearing capacity of soil. In our study, the bearing
capacity of soil is 150 kN/m2 and the maximum base
pressure obtained till 8m height of retaining wall is less
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resisting friction force is greater than the sliding force,
hence the factor of safety for sliding will always be
greater than 1.

The variation of overturning moment and stabilizing
moment about toe of the slab for different heights of
retaining wall is listed in Table 8. Overturning m